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Abstract—In this paper, we study the design of hybrid
analog/digital beamformers for uplink connection in massive
multiple-input multiple-output (MIMO) systems under imperfect
channel state information (CSI). The norm-bounded channel
error model is used to capture characteristics of imperfect CSI
in practical systems. The objective function is formulated based
on the minimum mean squared error (MMSE) worst-case ro-
bustness. We consider both single user (SU) and multiuser (MU)
reception modes of a millimeter-Wave (mmWave) massive-MIMO
base station (BS). For the SU scenario, we study hierarchical
beamformer optimization as well as joint precoder/combiner
optimization for users with limited and extended computational
capabilities, respectively. These optimization techniques are sub-
sequently extended to the MU case where a new hybrid robust
combiner design is proposed. Simulation results are presented
confirming the superiority of our designs when compared to
recent robust hybrid designs in the literature.

Index Terms—Hybrid beamforming, hybrid analog digital
beamforming, massive-MIMO, mmWave, uplink, imperfect CSI.

I. INTRODUCTION

Deployment of multiple antennas at both transmitter and
receiver, i.e., multiple-input-multiple-output (MIMO) was un-
doubtedly a huge step up for wireless communication systems.
While bandwidth is limited and increasing signal-to-noise
ratio (SNR) only logarithmically increases the capacity, it has
been shown that MIMO can linearly increase the capacity by
increasing the number of antennas [1]. However, this is only
true if the channel matrix is full rank which is not always the
case, especially in millimeter wave (mmWave) systems [2],
[3]. However, since in massive-MIMO the number of antennas
can be very large, asymptotical limits of random matrix theory
do apply and from an information-theoretic point of view, it
follows that regardless of the channel characteristics, capacity
increases linearly with the minimum number of antennas
employed at either the transmitter or the receiver [4].

Nevertheless, the practical implementation of mmWave
massive-MIMO systems faces many technical difficulties, and
to this day remains very challenging and costly. In particu-
lar, since each antenna element must be driven by a radio
frequency (RF) chain, the conventional implementation of
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massive-MIMO requires as many RF chains as the number
of antenna elements. Even if the design and implementation
of a MIMO system with such large number of RF chains
was possible and worth the cost, the power consumption of
such large number of RF components would seriously limit
its potentials for application [5].

One the most effective solutions to this problem is hy-
brid analog and digital beamforming (HADB) [5]–[10]. In
conventional fully digital (FD) systems, signal processing
is performed in the digital domain by means of dedicated
processors and/or digital circuitry, which requires each antenna
to be connected to a dedicated RF chain. Consequently, the
received signal of each antenna is available in the digital
domain [11]–[13]. In HADB, another layer of analog signal
processing is incorporated to the system and by doing so, it
becomes possible to reduce the number of RF chains [5].

Various powerful MIMO techniques have been developed
to date of which many are standardized and regularly being
used in wireless systems [14]–[16]. Due to the special charac-
teristics of mmWave channels, however, beamforming is the
predominant MIMO technique. The HADB has an intricate
structure where the entries of the RF precoder matrix must
satisfy constant modulus constraint (i.e., phase-shifters).

In [6], a single RF chain scheme is proposed for realizing
any given FD precoding. Since the ensuing precoder optimiza-
tion is non-convex, many works have alternatively focused on
designing HADB directly using heuristic iterative algorithms
or reconstruction algorithms [7]–[10]. Specifically, in [9] and
[10], robust hybrid combiner design for single user (SU) and
multi-user (MU) are presented, respectively.

In this paper, we investigate the design of hybrid ana-
log/digital beamformers for uplink connection in massive-
MIMO systems under imperfect channel state information
(CSI) for both single user (SU) and multi-user (MU) scenarios.
The norm-bounded channel error model is used to represent
the imperfect CSI aspects of practical systems and worst-case
robustness minimum mean squared error (MMSE) is selected
as the criterion to formulate the optimization problem. In
the SU scenario, we consider the computational capabilities
of the user for designing the beamformer. For users with
limited computational resources, hierarchical optimization is
presented which only puts the burden of robust calculations on
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Fig. 1: Single user massive-MIMO system.

the base station (BS). For users with extended computational
capabilities, joint precoder/combiner design is proposed. We
then extend these optimization techniques to propose a new
robust hybrid combiner design for MU. Simulation results are
presented confirming the superiority of our design compared
to recently published robust hybrid designs in the literature.

The paper is organized as follows. In Section II, the system
model is explained. We then present our robust hybrid designs
for the SU scenario in Section III followed by the MU
hybrid combiner design in Section IV. Simulation results and
conclusion are presented in Sections V ans VI, respectively.

Notations: Throughout this paper we use bold capital and
lowercase letters to represent matrices and vectors, respec-
tively. Superscripts (.)H , (.)t, and (.)∗ indicate Hermitian,
transpose, and complex conjugations, respectively. C stands
for complex field and In denotes an identity matrix of size
n×n. A = diag(a1, a2, . . . ., an) represents a diagonal matrix,
in which a1, a2, . . . ., an are placed diagonally on the matrix
A. A complex n × 1 Gaussian random vector x with mean
vector m = E{x} and covariance matrix R = E{xHx} is
denoted by C N (m,R).

II. SYSTEM MODEL

We consider the uplink connection of a single-cell wireless
system where the massive-MIMO BS has NR receive antennas
and NRF RF chains with NRF � NR. In what follows, the
system formulations of both SU and MU for uplink connection
are presented.

A. SU System Model

For the SU scenario, we consider the general point-to-point
MIMO system where the transmitter is considered to be a
multiple-antenna user equipment (UE). As illustrated in Fig. 1,
the UE is equipped with NT antennas and the same number
RF chains. The received signal at the BS can be written as:

ysu = HsuPs + n, (1)

where Hsu ∈ CNR×NT is the point-to-point mmWave MIMO
channel matrix, P ∈ CNT×K and s ∈ A K are the precoder
matrix and information symbol vector, respectively, where
A is the selected constellation such as PSK or QAM and

K is the number of transmitted symbols. Moreover, n ∼
C N (0, σ2INR

) is the additive white Gaussian noise (AWGN)
vector.

We consider the following well-known channel model for
mmWave massive-MIMO with sparse scattering environments
[6], [9]:

H =

√
NTNR
L

L∑
l=1

αlar(φ
l
r)at(φ

l
t)
H , (2)

where, αl ∼ CN(0, 1) is the complex gain of lth path, ar and
at are the antenna array responses of receiver and transmitter,
respectively. φlr and φlt are arrival and departure angles and
have uniform distribution over [0, 2π). Moreover, ar(φ) and
at(φ) are the receiver and transmitter array responses. For
uniform linear configuration, the array response is given by:

a(φ) =
1√
NR

[1, ejkd sin(φ), ..., ejkd(NR−1) sin(φ)], (3)

where k = 2π/λ, and for wavelength of λ we have d = λ/2.

B. MU System Model
Without loss of generality, we assume K single antenna

users are served by the BS as depicted in Fig. 2. The combined
received signal from all K users with statistical channel
inversion power control scheme [10] can be written as:

ymu = Hmus + n, (4)

where Hmu ∈ CNR×K can be expressed as:

Hmu = [h1,h2, ...,hK ], (5)

with hk being the the uplink fading channel between kth
user and BS. Moreover, s = [s1, s2, ..., sK ]T is the symbol
vector where si denotes the transmitted symbol of ith user.
The mmWave channel vector of kth user can be modeled as:

hk =

√
NR
LK

Lk∑
l=1

αk,lar(φ
l), (6)

where αk,l ∼ CN(0, pk,l) is the complex gain of lth path and:

1

Lk

k∑
l=1

pk,l = 1, (7)

for normalization purposes.
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Fig. 2: Multi-user massive-MIMO system.

C. Hybrid Decoding

For Hi where i = {su,mu}, the total equivalent channel at
the BS can be defined as:

Heq
i ,

{
HsuP i = su
Hmu i = mu

. (8)

We can thus formulate the decoded symbol vector for both
cases after hybrid processing as:

ŝ = (DADD)HHis + ne, (9)

where, ne = DD
HDA

Hn is the effective noise vector after
linear combining. Matrices DD ∈ CNRF×K and DA ∈
UNR×NRF are digital and analog combiners where:

U = {z ∈ C : |z| = 1}. (10)

Analog combiner is implemented by RF phase shifters;
therefore, all the entries of matrix DA are constrained to
have the same magnitude. For convenience, let us assume
all analog matrices and vectors have unit magnitude entries,
further practical discussions can be found in [6].

Finally, assuming E{ssH} = I, MSE between transmitted
and decoded signals is the given by:

MSE , E{‖ŝ− s‖2} (11a)

= ‖(DADD)
H

Heq
i − I‖2F + σ2‖DADD‖2F . (11b)

D. Imperfect CSI

To represent the imperfect CSI characteristics of a practical
system, the actual channel Hi can be expressed as:

Hi = Ĥi + ∆, (12)

where Ĥi is the nominal channel known by the transceiver
and ∆ is the error between the actual channel and the nominal
channel which lies in an uncertainty region of E :

E , {∆ : ‖∆‖F ≤ ε}. (13)

III. HYBRID ANALOG/DIGITAL BEAMFORMING FOR SU
MASSIVE-MIMO

We formulate the beamforming design problem based on the
philosophy of worst-case robustness. The robust beamformer
for SU can be obtained by solving the following optimization
problem where PT is the total power budget at the transmitter,

min
DA,DD,P

max
∆∈E

‖(DADD)H(Ĥsu + ∆)P− I‖2F + σ2‖DADD‖2F
(14a)

subject to Tr(PPH) ≤ PT , (14b)

DA ∈ UNR×NRF . (14c)

For designing the analog combiner, there are limitations
in adjusting the magnitude of the combiner rows which is
crucial in designing the robust combiner. Therefore, we design
the analog combiner for the nominal channel and rely on
the digital processing for robustness. Before designing the
analog combiner, let us fix NRF = K, as it is the minimum
possible number of RF chains for decoding the received
signal using linear operations [17]. Having the singular value
decomposition of the nominal channel as:

Ĥsu = UsuΣsuV
H
su. (15)

The optimal fully digital combiner for eigen beam transmis-
sion is given by [18], [19]:

D = Ua
su, (16)

where Usu = [Ua
su,U

b
su] and Ua

su contains the first K
columns of Usu. We now formulate the analog decoder design
as:

min
DA

‖DA −D‖2F (17a)

subject to DA ∈ UNR×NRF , (17b)

DA
HDA = INRF

. (17c)

Our intentions behind introducing the constraint (17c) are
threefold: firstly, to avoid coloring the noise; secondly, main-
taining the noise power, and thirdly, to avoid amplifying the
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channel error power after analog decoding. Since this problem
is non-convex, we first relax the unit modulus constraint:

D̂∗A =min
DA

‖D̂A −D‖2F (18a)

subject to ‖D̂A‖2F ≤ NRFNR, (18b)

D̂H
A D̂A = INRF

. (18c)

Fortunately, the optimization problem (18) admits a closed
form solution [20]:

D̂∗A = D(DHD)(1/2). (19)

Using (19), we arrive at a solution for analog decoder by
projecting D̂∗A on the ring U:

DA = projU(D̂
∗
A), (20)

where projU is the following element-wise operation on each
entry of the given matrix:

ejθ = projU(αe
jθ). (21)

For simplicity, let us define the equivalent channel after analog
combining as:

Ĥe
su , DA

HĤsu. (22)

Having designed the analog combiner, we can omit the
constraint (14c) from the optimization problem (14). This
problem however is required to be solved by both BS and
UE to jointly optimize the precoder and combiner for worst-
case robustness. Nevertheless, it is possible that the UE does
not have enough computational power to perform the extra
required computations. Therefore, we propose beamformer
designs for both cases where the UE can and cannot perform
the robustness calculations.

A. Hierarchical Robust Hybrid Beamformer Design

Here, we explore the case that the UE does not have enough
computational resources to perform joint robust optimization.
Thus, hierarchical optimization is performed to design beam-
formers. To do so, we first design the optimal precoding at
UE for the equivalent nominal channel after analog combining
i.e., Ĥe

su. Under the assumption that the receiver is capable
of optimal decoding, we can decouple the transmitter and the
receiver designs. Therefore, the precoder can be obtained by
solving the following optimization problem [17]:

max
P

log2
(
det(IK +

1

σ2
R−1n Ĥe

suPPHĤe
su)
)

(23a)

subject to Tr(PPH) ≤ PT , (23b)

Rn = DA
HDA. (23c)

Since we have already designed analog combiner with the
constraint (17c), for large NR we have:

DA
HDA ≈ IK . (24)

Then, the optimal solution of (23) can be analytically calcu-
lated [21] using the singular value decomposition of Ĥe

su:

Ĥe
su = Ue

suΣ
e
suV

e
su
H . (25)

The optimal non-robust precoder is:

Pnr = Ve
suW, (26)

where the diagonal weight matrix W is calculated via water
filling [21]. Now, we can rewrite the worst-case optimization
problem as:

min
DD

max
∆∈E

‖DD
H(Ĥe

su + ∆)P− I‖2F + σ2‖DD‖2F
(27a)

subject to E = {∆ : ‖∆‖F ≤ ε‖DA‖F }. (27b)

Using Theorem 1 in [18], for the chosen precoder, the
optimal solution of the above problem is given by:

DD
H = ΣDUe

su
H , (28)

with ΣD = diag
(
[d1, d2, ..., dK ]

)
and di’s are roots of the

following equation:

φ(di) = −
2µwi(diγiwi − 1)(diwi − µγi)

(µ− d2iw2
i )

2
+2σ2di = 0 (29)

where µ is an auxiliary variable which must be optimized
as well, wi’s and γi’s are diagonal entries of W and Σe

su,
respectively. Simple algorithmic solutions of (29) are given in
[18].

B. Joint Robust Hybrid Precoder/Combiner Design

If the SU has enough computational power to perform the
robust calculations, the worst-case beamformer design for the
selected hybrid combiner (20) can be written as:

min
DD,P

max
∆∈E

‖DD
H(Ĥe

su + ∆)P− I‖2F + σ2‖DD‖2F
(30a)

subject to Tr(PPH) ≤ PT . (30b)

This problem can be efficiently solved using alternating
optimization techniques [5], [17], [18]. By fixing P in (30),
we arrive at (27) which we have solved in previous subsection
and by fixing DD we can write:

min
P

max
∆∈E

‖DD
H(Ĥe

su + ∆)P− I‖2F + σ2‖DD
H‖2F

(31a)

subject to Tr(PPH) ≤ PT . (31b)

The optimal solution of (31) can be written as [19]:

Prob = Ve
sudiag(w), (32)

where w = [w1, . . . , wK ]T and wi’s is the allocated power of
ith symbol. Here, we present a suboptimal solution with low
computational complexity which can be used in alternating
joint optimization. Pursuing the same guideline we took to
solve (27), we can first calculate ŵ = [ŵ1, . . . , ŵK ]T for the
unconstrained optimization (31a), where ŵ1’s are the roots of:

ψ(ŵi) = −
2µŵi(diγiŵi − 1)(diŵi − µγi)

(µ− d2i ŵi
2)2

+ 2σ2di = 0.

(33)
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Algorithm 1 Joint Robust Precoder/Combiner Design

Given: Ue
su, Ve

su
H , PT , ε‖DA‖F

Initializing: P = Ve
su, DD

H = Ue
su

H

1. ΣD = diag([d1, d2, ..., dK ]) where di’s are roots of (29).
2. DD

H = ΣDUe
su

H .
3. Calculate w from (34).
4. P = Ve

sudiag(w).
5. Iterate until convergence .
Outputs: Prob = P, DD

H .

Note that (33) can be solved in a similar fashion as (29). Then,
to satisfy (31b), by defining ρ =

√
PT /‖ŵ‖, we have:

w = ρŵ. (34)

We summarized our proposed joint robust transceiver design
based on alternating optimization in algorithm 1. Note that,
(34) is a simple low-complexity suboptimal power allocation.
In [19], an algorithmic solution is presented to obtain optimal
wi’s. Therefore, if the system can handle the required com-
plicated computations, the optimal robust precoder/combiner
design can obtained by changing line 3 of algorithm 1 to: "3.
Calculate w from Algorithm 1 in [19] ".

IV. MU HYBRID COMBINER DESIGN

In this section, we explore robust combiner design for MU
scenario by formulating the worst-case optimization as:

min
DA,DD

max
∆∈E
‖(DADD)

H
(Ĥmu + ∆)−I‖2F + σ2‖DADD‖2F

(35a)

subject to DA ∈ UNR×NRF . (35b)

Comparing the above optimization with (14), one can
observe that if we set P = IK in (14) we arrive at (35).
Therefore, In order to solve the above optimization problem
we can use the proposed solution in Section III by assuming
P = IK .

As a result, considering the singular value decomposition
of the nominal MU channel:

Ĥmu = UmuΣmuV
H
,u, (36)

the analog combiner is given as:

DA = projU
(
D(DHD)(1/2)

)
, (37)

with
D = Ua

mu, (38)

where Umu = [Ua
mu,U

b
mu] i.e., Ua

mu contains the first K
columns of Umu. Then, defining the equivalent channel after
analog combining as:

Ĥe
mu , DA

HĤmu, (39)

and having its singular value decomposition as:

Ĥe
mu = Ue

muΣ
e
muV

e
mu

H . (40)

Fig. 3: BER versus SNR for [9], fully digital robust MMSE
and our design in a 8× 64 massive-MIMO system.

The digital combiner is then obtained from:

DD
H = ΣDUe

mu
H , (41)

with ΣD = diag([d1, d2, ..., dK ]) and di’s are roots of the
following equation:

φ(di) = −
2µ(diγi − 1)(di − µγi)

(µ− d2i )2
+ 2σ2di = 0, (42)

where µ is an auxiliary variable, and γi’s are diagonal entries
of Σe

su. The roots of (42) can be obtained in a similar fashion
as (29).

V. SIMULATION RESULTS

In this section, we present simulation results for both SU
and MU cases. To obtain realistic results, we do not perform
simulations only for the worst possible channel in the uncer-
tainty region, instead the elements of the channel error ∆ are
randomly generated according to zero-mean, i.i.d. Gaussian
distributions such that ‖∆‖F = ε. The radius of uncertainty
region ε is calculated by ε2 = s‖Ĥ|2F where s ∈ [0, 1). For
all the simulations, number of receive antennas at the BS is
set to NR = 64 and the uniform linear configuration is used.

In SU scenario, 8-PSK constellation is used. For UE with
NT = 8 transmit antennas, Ns = 4 symbols per transmission,
s = 0.01 and mmWave channel with L = 10 paths, Fig. 3
depicts the BER performance versus SNR (SNR=PT /σ2) for
fully digital beamforming, our proposed hierarchical design in
Section III-A, and hybrid robust design in [9]. While there is
around less than 1 dB gap between our design and fully digital
beamforming, our proposed design outperforms [9] by more
than 6 dB.

Simulation results for the case where both BS and UE
perform joint robust optimization are illustrated in Fig. 4. The
UE is equipped with NT = 32 transmit antennas, and the
rest of parameters are set as follows: Ns = 8 symbols per
transmission, s = 0.03 and mmWave channel with L = 15.
The results expectedly confirm the superiority of our design
to the recently published robust design [9].
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Fig. 4: BER versus SNR for [9], fully digital robust MMES
and our design in a 32× 64 massive-MIMO system.

For multi-user case, 16-QAM constellation and independent
multipath channel model [10] is used. We compared our
design with robust hybrid design in [10] as well as fully
digital decoder as the benchmark. For K = 8 single antenna
users, and independent mmWave channels with Lk = 15 with
s = 0.001, Fig. 5 illustrates the BER performance versus SNR.
It can be observed that our design has a margin of 1 dB to
the fully digital combining and outperforms the robust design
in [10] by more than 1 dB.

VI. CONCLUSION

In this paper, we proposed robust hybrid analog/digital be-
mformer designs for uplink in massive-MIMO communication
systems. Both SU and MU reception modes in uplink direction
of a single-cell configuration with massive-MIMO BS were
considered. The norm-bounded channel error was used to
capture the imperfect CSI conditions and the objective function
was formulated based on the worst-case robustness MMSE.
For SU scenario, we presented hierarchical optimization as
well as joint optimization based on UE capabilities to perform
extra calculations required for robust transceiver design. We
then proposed robust hybrid combiner design for MU uplink
connection. Finally, presented simulation results illustrated the
superiority of our design to recently published hybrid designs.
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