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Joint Transceiver Design Algorithms for Multiuser
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Abstract— In this paper, we investigate a multiuser
multiple-input single-output relay system with simultaneous
wireless information and power transfer, where the received
signal is divided into two parts for information decoding and
energy harvesting (EH), respectively. Assuming that both base
station (BS) and relay station (RS) are equipped with multiple
antennas, we study the joint transceiver design problem for
the BS beamforming vectors, the RS amplify-and-forward
transformation matrix, and the power splitting (PS) ratios
at the single-antenna receivers. The aim is to minimize the
total transmission power of the BS and the RS under both
signal-to-interference-plus-noise ratio and EH constraints. First,
an iterative algorithm based on alternating optimization (AO)
and with guaranteed convergence is proposed to successively
optimize the transceiver coefficients. This AO-based approach
is then extended into a robust transceiver design against norm
bounded errors in channel state information (CSI), by using
semidefinite relaxation and the S-procedure. Second, a novel
design scheme based on switched relaying (SR) is proposed
that can significantly reduce the computational complexity and
overhead of the AO-based designs while maintaining a similar
performance. In the proposed SR scheme, the RS is equipped
with a codebook of permutation matrices. For each permutation
matrix, a latent transceiver is designed, which consists of BS
beamforming vectors, optimally scaled RS permutation matrix,
and receiver PS ratios. For the given CSI, the optimal latent
transceiver with the lowest total power consumption is selected
for transmission. We propose concave–convex procedure-based
and subgradient-type iterative algorithms, respectively, to
design the latent transceivers under perfect and imperfect CSI.
Simulation results are presented to validate the effectiveness of
all the proposed algorithms.
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I. INTRODUCTION

RECENTLY, electromagnetic (EM) energy transfer
techniques have attracted considerable interest in the

wireless research community. Indeed, by exploiting the radia-
tive far-field properties of EM waves, these techniques could
in theory enable a radio receiver to harvest energy from its
environment, thereby relaxing the battery requirements on
user devices. An interesting application of wireless energy
transfer is to jointly transmit information and energy using
the same waveform, which is known as simultaneous wireless
information and power transfer (SWIPT). The idea of SWIPT
was first proposed by Varshney in [1], who characterizes the
rate-energy (R-E) tradeoff in a discrete memoryless channel.
The study of the R-E tradeoff was later extended to frequency
selective fading channels in [2]. Popovski and Simeone [3]
studied a two-way communication scenario with noiseless
channels and limited resources, with emphasis on the tradeoffs
due to the need of balancing the information flow with the
resulting energy exchange among the communicating nodes.
Fouladgar and Simeone [4] focused on multiuser systems and
demonstrated that energy transfer constraints call for additional
coordination among distributed nodes of a wireless network.
However, the above schemes have not been fully realized yet
due to practical circuit limitations.

A. Prior Work

The first practical receiver structure that makes SWIPT
possible was proposed in [5], where two practical signal
separation schemes were considered, namely, time switch-
ing (TS), where the receiver switches between information
decoding (ID) and energy harvesting (EH), and power split-
ting (PS), where the received signal is split into two streams,
such that a fraction ρ (0 ≤ ρ ≤ 1) of the received signal power
is used for ID while the remaining fraction (1−ρ) is used for
EH. PS-based transceiver design algorithms were considered
in [6]–[10]. Liu et al. [6] derived the optimal PS rule at the
receiver, for both SISO (single-input single-output) and SIMO
(single-input multiple-output) systems, in order to optimize
the R-E performance tradeoff. Zhou et al. [7] proposed two
practical receiver architectures, i.e., separated and integrated
information and energy receivers, based on dynamic power
splitting. These authors characterized the R-E performance by
taking circuit power consumption into account.
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Shi et al. [8] studied the joint beamforming and power
splitting (JBPS) design for a multiuser multiple-input single-
output (MISO) broadcast system with SWIPT. In this study,
the total transmission power at the base station (BS) is mini-
mized subject to signal-to-interference-plus-noise ratio (SINR)
and EH constraints for all the receivers. The JBPS problem for
a K -user MISO interference channel was considered in [9],
where the authors used the semidefinite relaxation (SDR)
technique to address the non-convex problem and proved that
the SDR is tight in the case of K = 2 or 3. Different
from the approach of [9], an alternative second-order-cone-
programming (SOCP) relaxation method was proposed in [10].
The SOCP relaxation based method guarantees a feasible solu-
tion to the JBPS problem and has lower complexity than the
SDR method, while achieving a performance extremely close
to the minimum transmission power. A primal-decomposition
based decentralized algorithm was also presented in this work.

Besides, the SWIPT technique for relay systems was
considered in [11]–[14]. Specifically, the authors of [11]
proposed a joint source and relay precoding design algorithm
to achieve different tradeoffs between the energy transfer and
the information rate. In [12], the relay beamforming design
problem for the SWIPT scheme was considered in a non-
regenerative two-way multi-antenna relay network, where a
global optimal solution, a local optimal solution and a low-
complexity suboptimal solution were proposed. The design
of a high-rate beamformer that supports multiple commu-
nication pairs and intended for SWIPT in wireless relay
networks was considered in [13]. In [14], a game-theoretical
framework was developed to address the distributed power
splitting problem for SWIPT in relay interference channels.
The aforementioned works assume the availability of perfect
channel state information (CSI), which may be impractical in
realistic implementations of these systems.

B. Contributions

In this paper, we consider the use of PS-based receivers in
a general multiuser MISO relay system, i.e., where a multi-
antenna relay station (RS) is incorporated into the traditional
MISO multiuser setup, as in [15]–[17]. We focus our study
on the downlink transmission where: (1) the BS first transmits
the signals intended for different receivers via beamforming
to the RS; (2) the RS then processes the received signals
through an amplify-and-forward (AF) transformation matrix
and broadcasts it to all the receivers, and; (3) finally, each
receiver employs the PS technique to decode information and
harvest energy simultaneously. We present an optimization
framework for the joint design of the BS beamforming vectors,
the RS AF transformation matrix and the receiver PS ratios
aiming to minimize the total power consumption under a
set of minimum SINR and EH constraints at the receivers.
In this work, we shall assume that the proposed joint design
algorithms are implemented at the BS.1

1In practical systems, it is preferable to implement most of the signal
processing operations at the BS rather than the RS, because the former can
be equipped with more powerful hardware while the latter is expected to have
a simpler structure and low energy consumption [18]–[20].

To this end, we first propose an iterative algorithm based
on alternating optimization (AO) and with guaranteed con-
vergence to successively optimize the transceiver coefficients,
i.e., the BS beamformers, the AF transformation matrix and
the receiver PS ratios. We show that each subproblem can
be relaxed as a semidefinite programming (SDP) problem by
applying the SDR technique [21]. This AO-based approach
is then extended into a robust transceiver design against
norm bounded errors (NBE) in CSI, by relying on the SDR
technique and the S-procedure [22], [23]. While the perfor-
mance of the AO-based designs is remarkable, we note that
in this approach, the BS needs to compute and send the
complete AF matrix to the RS before transmission, which
entails higher design complexity and signaling requirements
for the overhead. Secondly, inspired by [24], we hence pro-
pose a switched relaying (SR) approach for multiuser MISO
relay systems with energy harvesting, in order to reduce the
design and implementation costs. In this proposed SR scheme,
we equip the RS with a selected codebook of permutation
matrices. For each codebook entry, we can obtain a permuted
channel matrix and therefore create a latent transceiver, which
includes the BS beamforming vectors, an optimally scaled
relaying permutation matrix and the receiver PS ratios. Among
the set of latent transceivers so obtained for given CSI, the
optimal one is chosen according to a suitable criterion for
transmission.

Specifically, the SR-based algorithm constructs the RS
AF transformation matrix within each latent transceiver by
multiplying a permutation matrix from the codebook with
a power scaling factor. Before data transmission, the BS
sends the index of the permutation matrix, the RS power
scaling factor, and the PS ratios corresponding to the optimal
transceiver to the RS and the receivers through signaling
channels. Compared to the AO-based algorithms, the SR
approach reduces the number of optimization variables from
the complete RS AF transformation matrix to a single power
scaling factor, which in turn significantly reduces the com-
putational complexity and signaling overhead. To design the
latent transceivers, an iterative algorithm based on the concave-
convex procedure (CCCP) [25], [26] is proposed that uses
the estimated CSI and is guaranteed to converge to a local
optimal point. We show that each subproblem in the iterative
algorithm can be formulated as an SOCP problem. For the
case of imperfect CSI, by taking the NBE model into account,
we propose a robust subgradient algorithm which utilizes
the side information provided by standard convex solvers.
A simplified SR-based transceiver design algorithm is also
proposed with much reduced computational complexity, while
achieving a performance extremely close to the non-simplified
scheme. Finally, two efficient codebook design approaches are
developed.

Simulation results demonstrate that the proposed transceiver
design algorithms are capable of providing robustness against
the effects of norm-bounded CSI errors. In particular, the
SR-based algorithms using a small codebook of permutation
matrices can achieve almost the same performance as the
AO-based algorithms but with reduced design/implementation
complexity and signaling overhead.
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To summarize, the contribution of this paper is twofold:
1) By applying the SDR technique and the S-procedure,

AO-based algorithms for the joint transceiver design in multi-
user MISO relay systems are proposed for both cases of perfect
and imperfect CSI.2 In the proposed algorithm, we transform
the original highly non-convex problems into a sequence of
SDP problems and we show that with proper initialization, the
AO-based algorithms may serve as performance benchmarks.

2) Novel SR design algorithms are proposed for both
perfect and imperfect CSI cases with much reduced design and
implementation costs.3 Furthermore, simplified versions of the
SR-based algorithms are provided along with two codebook
design approaches.

C. Structure and Notations

The reminder of this paper is organized as follows.
Section II presents the multiuser MISO relay system model,
the channel error model and the problem formulation.
In Section III, the AO-based transceiver design algorithms for
both perfect and imperfect CSI cases are developed. Section IV
discusses the SR-based transceiver scheme, including the
proposed latent transceiver design algorithms and the code-
book design methods. A complexity analysis of the proposed
algorithms along with a discussion of their initialization are
provided in Section V. Finally, computer simulations are used
in Section VI to validate the proposed algorithms, while
conclusions are drawn in Section VII.

Notations: Scalars, vectors and matrices are respectively
denoted by lower case, boldface lower case and boldface
upper case letters. For a square matrix A, Tr(A), rank(A), AT ,
conj(A) and AH denote its trace, rank, transpose, conjugate,
and conjugate transpose respectively, while A � 0 means that
A is a positive semidefinite matrix. E{·} denotes the statistical
expectation. �{·} denotes the real part of a variable. The
operator vec(·) stacks the elements of a matrix in one long
column vector, invp(x) denotes the inverse of the positive
portion, i.e., 1

max(x,0) . ‖ · ‖, (·)! and | · | denote the Euclidean
norm of a complex vector, the factorial operator, and the
absolute value of a complex scalar, respectively. Cm×n (Rm×n)
denotes the space of m × n complex (real) matrices, and
R+ (R−) denotes the set of positive (negative) real numbers.
Finally, the symbol ⊗ denotes the Kronecker product of two
vectors/matrices.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. Proposed System Model

In this work, we consider a multiuser MISO relay system
which consists of one BS, one RS, and K mobile receivers

2Note that some of the mathematical constituent (the SDR technique and
the S-procedure) used in this paper may coincide with our previous work [27]
when considered in isolation, however the problems investigated in this work
are totally different from that of [27] since the optimization of the RS
AF transformation matrix is considered. Technically speaking, the problem
considered in this work is more challenging since the variables are all coupled
together including the RS AF transformation matrix.

3 Unlike [24] where the mean squared error based precoder design problem
is considered, we here focus on joint tranceiver design with SWIPT and aim to
minimize the total transmission power of the BS and RS under both SINR and
EH constraints. These two problems are quite different from a mathematical
perspective and the proposed algorithms from [24] are not applicable here.

Fig. 1. The multiuser MISO relay system with PS-based receiver. Each
receiver splits the received signal into two parts for ID and EH, respectively.

indexed by k ∈ K � {1, . . . , K }. The number of antennas at
the BS and the RS is denoted as Nt and Nr , respectively, while
each receiver is equipped with a single antenna. We assume
that K ≤ min {Nt , Nr }, which provides sufficient degrees
of freedom for signal detection. We also assume that the
classical two-hop AF relaying protocol [28] is employed,
and that the direct links between the BS and the receivers
are sufficiently weak and hence can be ignored. Different
from the conventional multiuser MISO relay channels [17],
we here consider PS-based receivers. The received signal at
each receiver is split into two separate signal streams with
different power levels: one is sent to the EH receiver and the
other one is diverted to the ID receiver [5], as shown in Fig. 1.
Under the above assumptions, the signals are transmitted in
two phases as explained below.

In the first phase, the BS transmits K data streams, each
carrying an independent message intended for one of the
K receivers. Thus, the transmitted data vector at the BS can
be expressed as

xB =
K∑

k=1

fksk, (1)

where sk is the data signal for receiver k, with zero mean and
variance E{|sk|2} = 1, and fk ∈ CNt ×1 denotes the transmit
beamforming vector. The data signals {sk}k∈K are assumed to
be statistically independent of each other. The transmit power
of the BS can be shown as

PB = E{xH
B xB} =

K∑

k=1

‖fk‖2. (2)

The transmission from the BS to the RS can be modeled as
a standard point-to-point MIMO channel. Hence, the received
data vector at the RS can be expressed as

yR = G
K∑

k=1

fksk + nr , (3)

where G ∈ CNr ×Nt denotes the MIMO channel from the BS to
the RS, and nr ∈ CNr ×1 is the complex circular Gaussian noise
vector at the RS, with zero mean and covariance E{nr nH

r } =
σ 2

r I, where σ 2
r is the average noise power. It is assumed that
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the transmitted signals {sk}k∈K are independent of the noise
vector nr .

In the second phase, the RS forwards the received signal
to all the receivers after performing a linear AF processing.
Hence the vector signal transmitted from the RS can be
formulated as

xR = WyR, (4)

where W ∈ CNr ×Nr is the AF transformation matrix at the RS.
The transmission power of the RS can be shown as

PR = E{xRxH
R } =

K∑

k=1

‖WGfk‖2 + σ 2
r ‖W‖2. (5)

Finally, The signal received at the kth receiver, k ∈ K ,
is given by

yk = hH
k xR + nk = hH

k WG
K∑

k=1

fksk + hH
k Wnr + nk, (6)

where hk ∈ CNr ×1 denotes the complex conjugate channel
vector between the RS and receiver k, and nk is the additive
noise introduced by the antenna at receiver k, which is
assumed to be a complex circular Gaussian random variable
with zero mean and variance σ 2

k .
Let ρk (0 ≤ ρk ≤ 1) denote the PS ratio for receiver k,

which means that a portion ρk of the signal power is used
for signal detection while the remaining portion 1 − ρk is
diverted to an energy harvester. Thus, on the one hand, the
signal available for ID at receiver k can be expressed as

r ID
k = √

ρk

(
hH

k WG
K∑

k=1

fksk + hH
k Wnr + nk

)
+ vk, (7)

where vk is the additional complex circular Gaussian circuit
noise with zero mean and variance E{|vk |2} = ω2

k , resulting
from phase offsets and non-linearities during baseband con-
version [5]. Consequently, the SINR at the kth receiver can be
expressed as

�k = ρk |hH
k WGfk|2

ρk

( K∑
j 	=k

|hH
k WGf j |2 + σ 2

r ‖hH
k W‖2 + σ 2

k

)
+ ω2

k

. (8)

On the other hand, the total harvested energy that can be
stored by receiver k is equal to

PEH
k = ξk(1 − ρk)

( K∑

j=1

|hH
k WGf j |2 + σ 2

r ‖hH
k W‖2 + σ 2

k

)
,

(9)

where ξk ∈ (0, 1] denotes the energy conversion efficiency of
the kth EH unit, which indicates that only a portion ξk of the
radio frequency energy can be stored.

Remark 1: One potential application of the proposed system
model is relay-assisted wireless sensor networks. With wireless
power transfer, the sensor networks can scavenge energy from
the surrounding radio environment, which guarantees a longer
operating lifetime compared with conventional wireless sensor

networks [29]. Furthermore, the deployment of relay nodes is
an essential approach to provide ubiquitous high data rate and
energy coverage.

B. Channel Error Model

We assume that the required CSI can be estimated at the
BS and the RS by means of a suitable channel estimation
algorithm [30]–[32]. In this work, we consider a time division
duplex (TDD) mode and assume that the radio channels vary
sufficiently slowly over time, so that the downlink transmit CSI
can be obtained by channel reciprocity [33]. Also, since the BS
and the RS are more powerful than the receivers, henceforth
we assume that the BS can perfectly know the first phase
CSI, i.e. G, but not the second phase CSI, i.e. vectors {hk}.
We employ the norm bounded error (NBE) model [34] to
characterize the imperfections of the channel knowledge that
may arise from, e.g., estimation errors, quantization effects, or
combinations of both sources of errors [35], [36]. In particular,
the true (but unknown) second phase CSI can be expressed as
follows:

hk = ĥk + ek, k ∈ K , (10)

where ĥk denotes the estimated channel vector, while ek

denotes the CSI error vector. Note that in our considered
channel model, ĥk is assumed to be available based on
proper channel estimation methods, while the CSI error ek is
unknown. We also assume that ek is bounded in its Euclidean
norm, that is

‖ek‖ ≤ ηk, k ∈ K , (11)

where ηk is a known positive constant. Equivalently,
hk belongs to the uncertainty set �k defined as

�k = {h|h = ĥk + ek, ‖ek‖ ≤ ηk}, k ∈ K . (12)

The shape and the size of �k model the type of uncertainty
in the estimated CSI, which is linked to the physical phenom-
enon producing the CSI errors. It should be emphasized that
the actual errors ek are assumed to be unknown while the cor-
responding upper bounds ηk can be obtained using preliminary
knowledge about the main channel characteristics as wells as
properties of the estimation and feedback mechanisms [35].
Note that an alternative channel error model is considered
in [37], where the signal power is a function of the estimated
CSI and there is an additive noise term that depends on the
statistical estimation error characteristics.

C. Problem Formulation

In this subsection, we formulate the optimization problem
for the joint design of W, {fk}k∈K and {ρk}k∈K so as to mini-
mize the total power consumption at the BS and the RS under
the constraint that a set of minimum SINR and EH targets
be satisfied at the receivers. In this study, we consider both
perfect and imperfect CSI cases. The optimization problem
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with perfect CSI can be expressed as4

min
W,{fk , ρk } PB + PR

s.t. �k ≥ γk, PEH
k ≥ ψk, 0 ≤ ρk ≤ 1, ∀k ∈ K ,

(13)

where in the evaluation of (8) and (9), the true channel
vectors hk are replaced by their estimates ĥk .

Similarly, the robust optimization problem with imperfect
CSI can be formulated as

min
W, {fk , ρk } PB + PR

s.t. �k ≥ γk, PEH
k ≥ ψk, ∀‖ek‖2 ≤ η2

k ,

0 ≤ ρk ≤ 1, ∀k ∈ K , (14)

where in this case, the channel vectors in (8) and (9) are given
by (10).

It is worth mentioning that, the received energy at each
receiver should be above some threshold in order to activate
the EH circuit [29]. This can be guaranteed by performing
proper user scheduling, e.g., according to the distance between
the RS and users. This paper focus on joint transceiver design
with QoS guarantee for the scheduled users, as in most
of the recent literature on EH related beamforming design,
e.g. [9], [38], [39]. Note that problems (13) and (14) are in
general non-convex, because both their objective functions and
constraints are not convex in W, {fk} and {ρk}. Furthermore,
(14) involves an infinite number of constraints. These char-
acteristics make it intractable to obtain the global optimal
solution for (13) and (14). In the sequel, we present two
algorithms for obtaining suboptimal solutions to the above
problems by applying proper convex optimization techniques,
which are based on AO and SR, respectively.

III. ALTERNATING OPTIMIZATION BASED JOINT

TRANSCEIVER DESIGN

In this section, we present the AO-based transceiver design
algorithms for the joint optimization of the BS beamforming
vectors, the RS AF transformation matrix and the receiver
PS ratios, for both perfect and imperfect CSI cases. In the pro-
posed design, {fk, ρk}k∈K and W are successively optimized
in turn, while the other parameters are fixed. We show that
each subproblem for the optimization of {fk, ρk} or W can be
reformulated as an SDP problem based on the SDR technique
and the S-procedure. Furthermore, modified randomization
techniques based on the worst-case concept are provided to
recover a rank-one solution when higher-rank solutions are
returned.

A. AO-Based Joint Transceiver Design With Perfect CSI

In the following, we introduce a joint transceiver design
algorithm assuming perfect CSI. First, let us consider the
optimization of {fk, ρk} in (13) while the RS AF matrix

4There is in practice a power consumption tradeoff between the BS and the
RS [17], and a more general objective function could be PB + αPR where α
is a positive weight. We assume that α = 1 in this work, since this does not
change the nature of the problem and its solution.

W is fixed. The SDR technique can be applied to solve
the remaining optimization problem by introducing a new
variable Fk = fkf H

k . Hence, problem (13) can be refor-
mulated as follows by ignoring the rank-one constraints for
all Fk

′s:

min{Fk , ρk }

K∑

k=1

Tr(Fk)+
K∑

k=1

Tr(Qk)+ σ 2
r ‖W‖2

s.t.
1

γk
ĥH

k Qk ĥk −
K∑

j 	=k

ĥH
k Q j ĥk ≥ σ 2

r ‖ĥH
k W‖2 + σ 2

k + ω2
k

ρk
,

K∑

j=1

ĥH
k Q j ĥk ≥ ψk

ξk(1 − ρk)
− σ 2

k − σ 2
r ‖ĥH

k W‖2,

Fk � 0, 0 ≤ ρk ≤ 1, ∀k ∈ K , (15)

where Qk = WGFkGH WH . In this way, problem (13)
is relaxed to a convex SDP problem, which can be effi-
ciently solved by off-the-shelf algorithms [40]. Let {F∗

k}
and {ρ∗

k } denote the optimal solution to (15). Based on
[8, Proposition 4.1], it can be verified that {F∗

k} and {ρ∗
k }

satisfy the first two sets of constraints of problem (15)
with equality and {F∗

k} satisfy rank(F∗
k) = 1, ∀k. Thus

the optimal solution of problem (13) can be expressed as
{f∗

k , ρ
∗
k }, where f∗

k is the principal component of F∗
k , such that

F∗
k = f∗

k f∗H
k , ‖f∗

k ‖ = √
fk and fk is the largest eigenvalue

of F∗
k .

Next, we consider the optimization of the RS AF
matrix W while assuming that {fk, ρk} are fixed. Noting that
xT Yz = vec(xzT )T vec(Y), the numerator in (8) can be
rewritten as

ρk |ĥH
k WGfk |2 = ρk |gT

kkvec(W)|2 = ρkgT
kkW̃conj(gkk), (16)

where gkj = vec(conj(ĥk)fT
j GT ) and W̃ = vec(W)vec(W)H .

Similarly, the denominator in (8) can be reformulated as

ρk

K∑

j 	=k

gT
kj W̃conj(gkj )+ρkσ

2
r

Nr∑

j=1

ĥH
k E j W̃EH

j ĥk +ρkσ
2
k + ω2

k ,

(17)

where Ek ∈ {0, 1}Nr ×N2
r is a linear mapping matrix such that

ĥH
k E j vec(W) = ĥH

k W(:, j), where W(:, j) denotes the j th
column of W. With the help of (17) and (16), the SINR and EH
constraints in problem (13) can be expressed as the following
two inequalities:

1

γk
gT

kkW̃conj(gkk)−
K∑

j 	=k

gT
kj W̃conj(gkj )

−σ 2
r

Nr∑

j=1

ĥH
k E j W̃EH

j ĥk ≥ σ 2
k + ω2

k

ρk
, (18)

K∑

j=1

gT
kj W̃conj(gkj )+ σ 2

r

Nr∑

j=1

ĥH
k E j W̃EH

j ĥH
k

≥ ψk

ξk(1 − ρk)
− σ 2

k . (19)
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TABLE I

AO Perfect CSI : AO-BASED TRANSCEIVER DESIGN
ALGORITHM WITH PERFECT CSI

Hence, (13) can be reformulated as the following SDP problem
by employing the SDR technique:

min
W̃

K∑

k=1

(
‖fk‖2 + Tr(CkW̃CH

k )
)

+ σ 2
r Tr(W̃)

s.t. (18) and (19), W̃ � 0, ∀k ∈ K , (20)

where Ck = (Gfk)
T ⊗ INr . Different from (15), the optimal

solution W̃∗ to problem (20) is not necessarily rank-one;
hence a simple rank-one recovery method based on a random-
ization procedure but with lower complexity is proposed in
Appendix A to address this issue.

The AO-based iterative algorithm to solve problem (13) is
summarized in Table I. Regarding its convergence behavior,
we have the following proposition.

Proposition 1: The proposed AO-based iterative algorithm
in Table I is monotonic convergent.

Proof: Please refer to Appendix B.

B. AO-Based Joint Transceiver Design With Imperfect CSI
In this subsection, we address the robust AO-based joint

transceiver design for the case of imperfect CSI by employ-
ing the channel error model considered in Subsection II-B.
We demonstrate that the corresponding subproblems can be
converted to alternative forms where the concepts of SDR and
S-procedure can be applied.

First, let us consider the optimization of {fk, ρk} in (14)
when W is fixed under imperfect CSI , i.e. hk = ĥk + ek ,
∀k ∈ K . In this case, the SINR constraints in (15) can be
replaced by the following quadratic form:

(ĥk + ek)
H Uk(ĥk + ek) ≥ σ 2

k + ω2
k

ρk
, (21)

where ek satisfy (11) and Uk can be expressed as

Uk = 1

γk
Qk −

K∑

j 	=k

Q j − σ 2
r WWH . (22)

Similarly, the EH constraints can be reformulated as the
following expression:

(ĥk + ek)
H Vk(ĥk + ek)+ σ 2

k ≥ ψk

ξk(1 − ρk)
, ∀‖ek‖2 ≤ η2

k ,

(23)

where Vk =
K∑

j=1
Q j + σ 2

r WWH .

By applying the S-procedure, the constraints
in (21) and (23) can be reformulated as finite convex
constraints, which are equivalent to the following two linear
matrix inequality (LMI) constraints:

[
Uk + λkI Uk ĥk

ĥH
k Uk ĥH

k Uk ĥk − σ 2
k − ω2

k pk − λkη
2
k

]
� 0, (24)

[
Vk + μkI Vk ĥk

ĥH
k Vk ĥH

k Vk ĥk + σ 2
k − ψk

ξk
qk − μkη

2
k

]
� 0, (25)

where pk = 1
ρk

, qk = 1
1−ρk

, while λk ≥ 0 and μk ≥ 0 are
slack variables.

With (24) and (25), the robust counterpart of problem (15)
can be reformulated as follows by ignoring the rank-one
constraints for all Fk

′s:

min{Fk , pk , qk, λk , μk }

K∑

k=1

Tr(Fk)+
K∑

k=1

Tr(Qk)+ σ 2
r ‖W‖2

s.t. (24) and (25), λk ≥ 0, μk ≥ 0, Fk � 0,

pk ≥ 1, qk ≥ 1, invp(pk)+ invp(qk) ≤ 1, ∀k ∈ K ,
(26)

where the last set of inequality constraints must be satisfied
with equality at optimality, for otherwise, the objective value
can be further decreased by decreasing pk’s. It is worth noting
that different from problem (15) which always returns a rank-
one solution, the optimal solution {F∗

k} of (26) may not be
of rank-one, in which case, additional processing steps may
be needed to extract a rank-one solution from the F∗

k . To this
end, a rank-one recovery method based on a randomization
procedure is presented in Appendix A.

Next, we consider the optimization of the RS AF matrix W
with fixed {fk, ρk}. Similar to Subsection III-A, we have the
following expression:

gkj = vec(conj(hk)fT
j GT ) = (Gf j ⊗ INr )conj(hk)

= Ĝ j conj(hk), (27)

where Ĝ j = Gf j ⊗ INr , j ∈ K . Thus, the robust version
of (18) can be formulated as

1

γk
(ĥH

k + eH
k )Wk(ĥk + ek)−

K∑

j 	=k

(ĥH
k + eH

k )W j (ĥk + ek)

− σ 2
r

Nr∑

j=1

(ĥH
k + eH

k )E j W̃EH
j (ĥk + ek)

≥ σ 2
k + ω2

k

ρk
, ∀‖ek‖2 ≤ η2

k , k ∈ K , (28)

where W j = ĜT
j W̃conj(Ĝ j ), and W̃ has already been defined

in Subsection III-A. By applying the S-procedure, we can
transform (28) into the following LMIs:

[
Ũk + λkI Ũk ĥk

ĥH
k Ũk ĥH

k Ũk ĥk − σ 2
k − ω2

k pk − λkη
2
k

]
� 0, (29)
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Fig. 2. Transceiver scheme with SR for multiuser MISO relay system (the dashed line denotes signaling channels).

TABLE II

AO Imperfect CSI : AO-BASED ROBUST TRANSCEIVER DESIGN

ALGORITHM WITH IMPERFECT CSI

where Ũk = 1
γk

Wk −
K∑

j 	=k
W j − σ 2

r

Nr∑
k=1

EkW̃EH
k and λk ≥ 0.

Similarly, the robust version of (19) can be formulated as
[

Ṽk + μkI Ṽk ĥk

ĥH
k Ṽk ĥH

k Ṽk ĥk + σ 2
k − ψk

ξk
qk − μkη

2
k

]
� 0, (30)

where Ṽk =
K∑

j=1
Wk + σ 2

r

Nr∑
k=1

EkW̃EH
k and μk ≥ 0. Hence,

problem (14) with fixed {fk, ρk} can be formulated as the
following SDP problem with the SDR technique:

min
W̃, {λk , μk}

K∑

k=1

(
‖fk‖2 + Tr(CkW̃CH

k )
)

+ σ 2
r Tr(W̃)

s.t. (29) and (30), W̃ � 0, λk ≥ 0, μk ≥ 0, ∀k, (31)

where Ck has been defined in Subsection III-A. Note that the
optimal solution of (31) is also not necessarily rank-one and
thus we can once again employ the method in Appendix A to
address this issue.

We summarize the AO-based robust joint transceiver design
algorithm in Table II. For practical implementation, the opti-
mally designed AF matrix W and PS ratios {ρk} should be
fed forward through signaling channels from the BS to the RS
and receivers, respectively, prior to data transmission. Similar
to Proposition 1, the monotonic convergence of the proposed
robust algorithm is guaranteed.

IV. SWITCHED RELAYING BASED JOINT

TRANSCEIVER DESIGN

In the previous section, we proposed novel AO-based trans-
ceiver design algorithms. As will be shown in Section VI,
these algorithms can achieve a good performance in
transmission, but they are characterized by higher signal-
ing overhead and computational complexity. In this section,
motivated by these considerations, we develop alternative
SR-based transceiver design algorithms that are more efficient
and simpler to implement. As illustrated in Fig. 2, we equip
the RS with a finite codebook of permutation matrices,5 i.e.,
ϒ = {T1,T2, . . . ,TB }, where Tl ∈ {0, 1}Nr ×Nr is the l-th
matrix in the codebook, index l ∈ {1, . . . , B} and B denotes
the codebook size which satisfies B � Nr !.6 In order to
reduce the signaling overhead and the number of optimization
variables, the RS AF matrix W is constructed by multiplying
the appropriate permutation matrix from the codebook with a
power scaling factor. That is to say, the optimization of W
is replaced by

√
βlTl , where βl is a variable power scaling

factor. Thus, each permutation matrix gives rise to a permuted
channel matrix for which we can design (by the algorithms
developed below) a so-called latent transceiver, consisting of
the BS beamforming vectors, the RS power scaling factor and
the receiver PS ratios. Among the B latent transceivers so
obtained, the optimal one with index lopt is chosen by means of
a suitable selection criterion for transmission. Specifically, the
selection mechanism is designed to choose the optimal latent
transceiver with the minimum power consumption, which can
be expressed as

lopt = arg min
l

Pl , (32)

where Pl denotes the total transmission power corresponding
to the lth latent transceiver.

5A permutation matrix is a square binary matrix that has exactly one entry
equal to 1 in each row and each column, while all the other entries are equal
to 0.

6The total number of permutation matrices at the RS is Nr !. It is not
realistic to use all such permutation matrices as codebook entries when Nr
is large. Thus, we propose to construct a codebook of permutation matrices
with B elements, where B � Nr !. In practice, the value of B should be
chosen to achieve a suitable tradeoff between performance requirements and
implementation complexity. The codebook design approach will be introduced
in Subsection IV-D.
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Before data transmission, the BS only sends the index of
the permutation matrix, the RS power scaling factor and the
receiver PS ratios corresponding to the optimum transceiver
to the RS and the receivers. Compared to the AO-based
algorithms, the SR-based algorithms can significantly reduce
the number of signaling bits and the computational complexity.
The proposed SR-based scheme works as follows:

• The BS designs the B latent transceivers based on
available permutation matrices within the codebook;
it then determines the optimal latent transceiver based
on (32).

• The BS sends the optimal permutation index lopt , the
corresponding RS power scaling factor, and the PS ratios
corresponding to the optimal transceiver to the RS and
the receivers.

• The RS constructs the optimal RS AF matrix based on
the forwarded RS power scaling factor and the stored
permutation matrix with index lopt .

We introduce the latent transceiver design algorithms
for both perfect and imperfect CSI cases in
Subsection IV-A and IV-B, respectively. In Subsection IV-C,
a simplified SR-based transceiver design algorithm is
proposed. The design approach for the codebook of
permutation matrices is presented in Subsection IV-D.

A. Latent Transceiver Design With Perfect CSI

Firstly, we introduce an algorithm to construct the lth
latent transceiver with perfect CSI. We aim to design the
beamforming vectors {f l

k}, the RS power scaling factor βl

and the receiver PS ratios {ρl
k} so as to minimize the sum

of BS and RS transmit power under both SINR and EH
constraints. We note that superscripts l in {f l

k}, {ρl
k}, etc.,

have been removed in the following for notational simplicity.
For each latent transceiver, let W �

√
βlTl , the optimization

problem can be formulated as

min{fk , ρk}, βl
PB + PR

s.t. �k ≥ γk, PEH
k ≥ ψk, 0 ≤ ρk ≤ 1, ∀k ∈ K . (33)

As we can see, although we replaced the AF matrix W
with

√
βlTl , problem (33) is still non-convex and difficult to

solve due to the coupling between variables fk , ρk and βl . Our
proposed method is motivated by the observation that prob-
lem (33) can be reformulated as a difference of convex (DC)
programming problem with proper transformations. Thus, the
concept of CCCP [25], [26] can be adopted to iteratively solve
the DC problem, as explained below.

First, we introduce the variable substitution

ϕl = 1

βl
, (34)

and further define the following vectors:

p = [p1, . . . , pK ]T , q = [q1, . . . , qK ]T ,

f = [fT
1 , . . . , fT

K ]T , r = [pT ,qT , ϕl , fT ]T , (35)

where pk and qk have already been introduced in
Subsection III-B, alongside with (24) and (25). Then, the

objective function of problem (33) can be transformed into

Pl(r) =
K∑

k=1

f H
k fk +

K∑

k=1

f H
k GH Gfk

ϕl
+ σ 2

r
1

ϕl
, (36)

which is strictly jointly convex in the variables {ϕl, f} ∈ R+ ×
CK Nt ×1 [22], [41], [42].

Similar to the transformation of the objective function, the
SINR constraints can be rewritten as

wk(r)− xk(r) ≤ 0, (37)

where wk(r) and xk(r) are defined as

wk(r) =
K∑

j 	=k

f H
j GH TH

l ĥk ĥH
k Tl Gf j + σ 2

k ϕl + σ 2
r ĥH

k ĥk

+ 1

4
ω2

k (pk + ϕl)
2, (38)

xk(r) = 1

4
ω2

k (pk − ϕl)
2 + 1

γk
f H
k GH TH

l ĥk ĥH
k TlGfk . (39)

Moreover, the EH constraints can be recast as

yk(r)− zk(r) ≤ 0, (40)

where

yk(r) = ψk

4ξk
(qk + ϕl)

2 − σ 2
r ĥH

k ĥk, (41)

zk(r) =
K∑

j=1

f H
j GH TH

l ĥk ĥH
k Tl Gf j + σ 2

k ϕl + ψk

4ξk
(qk − ϕl)

2.

(42)

We remark that (38), (39), (41) and (42) are all jointly convex
functions with respect to the variables in r ∈ RK+ ×RK+ ×R+×
CK Nt ×1. Thus, problem (33) can be equivalently reformulated
as the following DC program:

min
r

Pl(r)

s.t. wk(r)− xk(r) ≤ 0, yk(r)− zk(r) ≤ 0,

pk ≥ 1, qk ≥ 1, invp(pk)+ invp(qk) ≤ 1, ∀k ∈ K .

(43)

According to the concept of CCCP, we approximate the
functions xk(r) and zk(r) in the i th iteration by their first-
order Taylor expansions around the current point r(i), denoted
as x̂k(r(i), r) and ẑk(r(i), r), respectively. With the help
of [43] and [42], x̂k(r(i), r) can be expressed as the following
affine function of r:

x̂k(r(i), r) = xk(r(i))+ 2�{∇xk(r(i))H (r − r(i))}, (44)

where ∇xk(r(i)) denotes the conjugate derivative of the func-
tion xk(r) with respect to the complex vector r.7 We note that
x̂k(r(i), r) is an affine function of r. ∇xk(r(i)) is given by

∇xk(r(i)) =
[
01×(k−1),

1

4
ω2

k (p(i)k − ϕ
(i)
l ), 01×(2K−k),

− 1

4
ω2

k (p(i)k − ϕ
(i)
l ),

1

γk
(GH TH

l ĥk ĥH
k Tl Gf(i)k )

T
]T
. (45)

7Since r is composed of both real and complex variables, we need to slightly
modify ∇xk(r(i) ) such that (44) holds for r.
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Similarly, ẑk(r(i), r) can be expressed as

ẑk(r(i), r) = zk(r(i))+ 2�{∇zk(r(i))H (r − r(i))}, (46)

where

∇zk(r(i)) = [01×(K+k−1),
ψk

4ξk
(q(i)k − ϕ

(i)
l ), 01×(K−k),

1

2
σ 2

k − ψk

4ξk
(q(i)k − ϕ

(i)
l ), (G̃kf (i)1 )T , . . . , (G̃kf (i)K )T ]T , (47)

G̃k = GH TH
l ĥk ĥH

k TlG. (48)

Then, in the i th iteration of the proposed CCCP based
algorithm, we have the following convex optimization
problem:

min
r

Pl(r)

s.t. wk(r)− x̂k(r(i), r) ≤ 0, yk(r)− ẑk(r(i), r) ≤ 0,

pk ≥ 1, qk ≥ 1, invp(pk)+ invp(qk) ≤ 1, ∀k ∈ K ,

(49)

whose solution is denoted by r(i+1).
Proposition 2: By introducing a new set of variables dk , d̃k ,

ek and ẽk , k ∈ K , problem (49) can be reformulated as the
following SOCP problem:

min
r, P1, P2, P3

P1 + P2 + P3

s.t. ‖[fT
1 , . . . , fT

K , (P1 − 1)/2]‖ ≤ (P1 + 1)/2,

‖[(Gf1)
T , . . . , (GfK )

T , (P2 − ϕl)/2]‖ ≤ (P2 + ϕl)/2,

‖[2σr , ϕl − P3]‖ ≤ ϕl + P3,∥∥∥∥

[
wT

k ,
d̃k − dk − 1

2

]∥∥∥∥ ≤ d̃k − dk + 1

2
, ∀k,

∥∥∥∥∥

[√
ψk

4ξk
(qk + ϕl),

ẽk − ek − 1

2

]∥∥∥∥∥ ≤ ẽk − ek + 1

2
,

pk ≥ 1, qk ≥ 1, invp(pk)+ invp(qk) ≤ 1, ∀k ∈ K ,

(50)

where wk is defined in (68).
Proof: Please refer to Appendix C.

We can show that the proposed CCCP based iterative
algorithm for the lth transceiver design converges to a local
optimal solution of problem (33). The proof is similar to that
of Lemma 2 and Theorem 1 in [42], and we therefore omit
the details. Since the algorithm for the lth transceiver design
converges, then based on the selection mechanism (32) we can
infer that the whole algorithm converges. We summarize the
proposed latent transceiver design algorithm with perfect CSI
in Table III.

B. Latent Transceiver Design With Imperfect CSI

Secondly, let us propose a robust latent transceiver design
algorithm by taking the channel errors into consideration.
As we can see, the concept of SR can also be applied to
problem (14), which can be reformulated as follows:

min{fk , ρk }, βl
PB + PR

s.t. �k ≥ γk, PEH
k ≥ ψk, 0 ≤ ρk ≤ 1,

W = √
βlTl , ‖ek‖2 ≤ η2

k , ∀k ∈ K . (51)

TABLE III

SR Perfect CSI : LATENT TRANSCEIVER DESIGN
ALGORITHM WITH PERFECT CSI

We employ a subgradient-type iterative algorithm to solve this
problem. Our proposed method is motivated by the observation
that, if we fix βl , then problem (51) is equivalent to prob-
lem (26) with the SDR technique.8 With fixed βl , (24) and (25)
can be reformulated as the following two LMIs:

[ Uk + λkI Uk ĥk

ĥH
k Uk ĥH

k Uk ĥk − σ 2
k
βl

− ω2
k pk

βl
− λkη

2
k

]
� 0, (52)

[ Vk + μkI Vk ĥk

ĥH
k Vk ĥH

k Vk ĥk + σ 2
k
βl

− ψk
ξkβl

qk − μkη
2
k

]
� 0, (53)

where Uk = 1
γk

Q̃k −
K∑

j 	=k
Q̃ j − σ 2

r I, Vk =
K∑

j=1
Q̃ j + σ 2

r I, and

Q̃k = TlGFkGH TH
l .

Then, with the use of the SDR technique and fixed βl ,
problem (51) can be expressed as

f (βl) = min{Fk , pk , qk, λk, μk}

K∑

k=1

Tr(Fk)+ βl

K∑

k=1

Tr(Q̃k)+ σ 2
r βl

s.t. (52) and (53), λk ≥ 0, μk ≥ 0,

Fk � 0, pk ≥ 1, qk ≥ 1,

invp(pk)+ invp(qk) ≤ 1, ∀k ∈ K . (54)

We here consider the SDR version of problem (51) instead of
its original form with rank-one constraints, since strong duality
holds if problem (54) is feasible. The partial dual problem
of (54) can be formulated as (55) shown at the bottom of

next page, where Xk =
[

Xk xk

xH
k xk

]
and Yk =

[
Yk yk

yH
k yk

]
denote

the dual variables associated with constraints (52) and (53),
respectively. It is worth noting that Xk and Yk can be obtained
as side information with any standard SDP solver, since dual
variables are served as a certificate for optimality.

Next, we can use the subgradient method [44] to iteratively
solve the SDR version of problem (51). At the (i + 1)th itera-
tion, the power scaling factor βl can be updated according to

βl(i + 1) = [βl(i)− θ(i)s(i)]+ε , (56)

8The concept of CCCP can also be applied to the robust problem (51).
However, based on simulations we find that the performance of the CCCP
based algorithm is inferior to that of the subgradient-type algorithm. Thus,
we employ the subgradient-type algorithm instead.
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TABLE IV

SR Imperfect CSI : ROBUST LATENT TRANSCEIVER DESIGN
ALGORITHM WITH IMPERFECT CSI

where [·]+ε = max (., ε), θ(i) is the step-size in the i th
iteration and s(i) denotes a subgradient of f (βl) at βl(i). The
subgradient s(i) can be calculated as [45]

s(i) =
K∑

k=1

Tr(Q̃∗
k)+ σ 2

r −
K∑

k=1

x∗
k

( σ 2
k

βl(i)2
+ ω2

k

ρ∗
kβl(i)2

)

+
K∑

k=1

y∗
k

( σ 2
k

βl(i)2
− ψk

(1 − ρ∗
k )ξkβl(i)2

)
, (57)

where Q̃∗
k = Tl GF∗

kGH TH
l , {F∗

k , ρ
∗
k } denotes the optimal

solution of problem (54) and {x∗
k , y∗

k } denote the lower right
corner elements of X∗

k and Y∗
k , which are the optimal dual

variables associated with (52) and (53).
Finally, the robust latent transceiver design algorithm is

summarized in Table IV.9

C. Proposed Simplified SR-Based Transceiver Design

As explained in Subsection IV-A and IV-B, the proposed
SR-based transceiver design algorithms involve devising
B latent transceivers corresponding to the elements in ϒ where
for each transceiver, we employ iterative methods to address
the highly non-convex problem. Specifically, the design of
each transceiver involves an iterative algorithm to obtain the

9For the perfect CSI case, we can also employ the subgradient method
to address problem (33), with each subproblem being treated as an SDP
problem. It is well known that solving an SDP problem requires relatively
high computational complexity compared with solving an SOCP problem.
Moreover, it is important to note that the two algorithms (i.e., CCCP versus
subgradient) for the perfect CSI case exhibit very close performance in our
simulations. Thus, we employ the CCCP based algorithm for the perfect
CSI case.

TABLE V

Simplified SR Perfect CSI : SIMPLIFIED LATENT TRANSCEIVER
DESIGN ALGORITHM WITH PERFECT CSI

corresponding BS beamforming vectors, RS power scaling
factor and receiver PS ratios. However, for given CSIs only the
best transceiver with the minimum total power consumption
is selected for transmission according to the selection mech-
anism (32) while the other B − 1 solutions are discarded.
Thus, there will be a considerable waste in the computa-
tional resources. In order to improve the proposed SR-based
transceiver design algorithm and make it more suitable for
practical implementation, we propose a heuristic approach,
referred to as the simplified latent transceiver design algorithm,
to address the aforementioned problem. Based on simulation
experiments, we find that an initial point obtained by solving
problem (33) or (51) with fixed initial power scaling factor βl

almost always leads to a better solution after convergence, than
by iteratively solving starting from some other initial points.
Thus, we only design the particular transceiver with the best
initial point.

The proposed simplified latent transceiver design algorithm
with perfect CSI is summarized in Table V. The robust version
of the simplified latent transceiver design algorithm can be
obtained in a similar manner as for the perfect CSI case, and
thus is omitted here. We will show in Section VI that the
simplified SR-based transceiver design algorithms can achieve
a similar performance with that of the proposed SR-based
algorithms in Table III and IV.

D. Codebook Design

In this subsection, we propose two simple algorithms to
construct the codebook of permutation matrices. The basic

f (βl) = max{Xk , Yk}
min{Fk , ρk}

−
K∑

k=1

Tr

(
Xk

[ Uk + λkI Uk ĥk

ĥH
k Uk ĥH

k Uk ĥk − σ 2
k
βl

− ω2
kαk

βl
− λkη

2
k

])

−
K∑

k=1

Tr

(
Yk

[ Vk + μkI Vk ĥk

ĥH
k Vk ĥH

k Vk ĥk + σ 2
k
βl

− ψk
ξkβl

βk − μkη
2
k

])

+
K∑

k=1

Tr(Fk)+ βl

K∑

k=1

Tr(Q̃k)+ σ 2
r βl, (55)
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TABLE VI

COMPLEXITY ANALYSIS OF THE PROPOSED TRANSCEIVER DESIGNS

principle of the proposed algorithms is to choose the per-
mutation matrices which are more likely to result in lower
transmission power. Define H = [h1, . . . ,hK ]H and let HTlG
represent the equivalent channel matrix between the BS and
the K receivers. Based on several numerical experiments, we
make the essential observation that when the singular values of
the permuted channel matrix HTlG are either larger or more
equally distributed, the total power consumption is usually
smaller.

Let π l
k denote the kth singular value of ĤTlG, k ∈ K , where

Ĥ = [ĥ1, . . . , ĥK ]H . The first scheme (referred to as Sum-Max
method) constructs the codebook of permutation matrices by
choosing the ones which correspond to the B largest sums of
singular values, i.e.,

{T1, . . . ,TB } = arg maxB
Tl

( K∑

k=1

π l
k

)
, (58)

where maxB(·) returns the permutation matrices correspond to
the B largest values of its argument.

Alternatively, the second scheme (referred to as Max-Min
method) chooses the permutation matrices to maximize the
smallest singular value, i.e.,

{T1, . . . ,TB} = arg maxB
Tl

(
min
k∈K

(π l
k)

)
. (59)

It is worth noting that the proposed two schemes are heuristic
techniques which may serve as a shortcut to the process of
finding a satisfactory solution. The comparative performance
of these two codebook design algorithms will be studied as
part of the simulation experiments reported in Section VI.

V. COMPUTATIONAL COMPLEXITY

In Section III and IV, we proposed the AO-based and
SR-based transceiver design algorithms for problem
(13) and (14), respectively. In this section, we compare
the relative computational complexity of the proposed
transceiver design algorithms. To this end, we apply the same
basic element of complexity analysis as in [46]. Among the
proposed algorithms in this paper, we consider the following:
AO perfect CSI, AO imperfect CSI, SR perfect CSI, SR
imperfect CSI, Simplified SR perfect CSI and Simplified

SR imperfect CSI (the robust counterpart of the algorithm
in Table V).

The complexity of the AO perfect CSI algorithm is domi-
nated by solving problems (15) and (20) I1 times, where I1
denotes the number of iterations. We note that the dual prob-
lems of (15) and (20) can be solved instead of (15) and (20)
for better efficiency. Consider the dual problem of (15), which
involves K LMI constraints of size Nt and on the order of
n1 = O(K N2

t + K ) decision variables. Thus, the complexity
of a generic interior-point method for solving problem (15)
is given by O(n1

√
K Nt (K N3

t + n1 K N2
t + n2

1)). Similarly, the
complexity of solving the dual problem of (20) can be written
as O(n2

√
N2

r (N
6
r + n2 N4

r +n2
2)), where n2 = O(N4

r ) is the
order of the corresponding decision variables. The complexity
of solving problem (66) can be neglected since it admits a
closed-form solution. Thus, the overall complexity of the AO
perfect CSI algorithm is on the order of the quantity shown
in the first row of Table VI.

The complexity of the AO imperfect CSI algorithm is
dominated by solving problems (26) and (31) I2 times, plus
the complexity of the rank-one recovery method. Problem (26)
involves K N2

t + 4K variables, 2K LMI constraints of size
Nr + 1 and K LMI constraints of size Nt . Problem (31)
involves N4

r +2K variables, 2K LMI constraints of size Nr +1
and 1 LMI constraint of size N2

r . Moreover, the complexity
of the rank-one recovery method is dominated by solving
problem (65) R times, where R is the number of randomization
steps.10 Problem (65) involves 2K variables and 2K second-
order cone (SOC) constraints of dimension 3. Thus, the overall
complexity of the AO imperfect CSI algorithm is on the order
of the quantity shown in the second row of Table VI.

The complexity of the SR perfect CSI algorithm is dom-
inated by solving problem (50) B I3 times, where I3 is the
iteration number, since the complexity of computing the
affine approximation x̂k(r(i), r) and ẑk(r(i), r) is negligible
compared to solving (50). Problem (50) involves 2K +3 SOC
constraints, including 1 SOC of dimension K Nt + 2, 1 SOC
of dimension K Nr + 2, K SOCs of dimension K + 2, and
K + 1 SOCs of dimension 3. The number of variables is on
the order of O(K Nt + 2K ). It follows that the complexity of

10The complexity to recover W∗ is negligible since problem (66) admits a
closed-form solution.
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the SR perfect CSI algorithm is on the order of the quantity
shown in the third row of Table VI.

The complexity of the SR imperfect CSI, simplified
SR perfect CSI and simplified SR imperfect CSI algorithms can
be analyzed in a similar way; the corresponding complexity
figures are shown in the fourth to sixth rows of Table VI,
respectively, where I4 denotes the iteration number of the
(simplified) SR imperfect CSI algorithm.

It is of interest to investigate the asymptotic complexity of
the proposed algorithms when Nt , Nr and K are large, i.e.,
when we let Nr = Nt = K → ∞. We further assume that
I1 = I2 = I3 = I4 = I for simplicity. Under these conditions,
one can verify that the complexities of the proposed algorithms
in Table VI are on the orders of 2I N13

t , 2
√

3I N13
t , 6B I N6.5

t ,
3
√

3B I N10
t , 6(B + I )N6.5

t and 3
√

3(B + I )N10
t , respectively.

As seen, the robust algorithms always consume more com-
putational resources than their non-robust counterparts, the
SR-based algorithms have lower complexity compared with
the AO-based algorithms and the simplified SR-based
algorithms have the lowest complexity.

VI. SIMULATION RESULTS

In order to evaluate the performance of the proposed
transceiver designs, numerical results have been obtained by
performing computer simulations. The default system con-
figuration is defined by the following choice of parameters:
Nt = Nr = 4, K = 4, ξ = 1, σ 2

k = σ 2 = −70dBm,
ω2

k = ω2 = −50dBm, and σ 2
r = −70dBm unless otherwise

specified. In addition, we assume equal SINR and EH thresh-
olds at the destination receivers, i.e., γk = γ , ψk = ψ , ∀k ∈ K ,
and equal norm bounds for the second phase channel error
vectors, i.e., ηkj = η, ∀ j, k for simplicity. In the simulations,
we assume that the first phase channel coefficients are flat-
fading i.i.d. with Rayleigh distribution. The path loss from the
source to the relay is set as −60dB, which may correspond to
a separation distance around 30 meters with carrier frequency
at 900MHz [47]. The signal attenuation from the relay to all
mobile receivers is 40dB corresponding to an identical distance
of about 5 meters. With this transmission distance, the line-
of-sight (LOS) signal is dominant, and thus we use the Rician
fading to model the second phase channel [48]. Specifically,
ĥk can be expressed as

ĥk =
√

K R

1 + K R
ĥL OS

k +
√

1

1 + K R
ĥN L OS

k , (60)

where ĥL OS
k ∈ CNr ×1 is the LOS deterministic component and

ĥN L OS
k denotes the Rayleigh fading component with each ele-

ment being a circularly symmetric complex Gaussian (CSCG)
random variable with zero mean and variance of −40dB, while
K R is the Rician factor set to be 2dB. Note that for the
LOS component, we use the far-field uniform linear antenna
array model with ĥL OS

k = 10−2
[
1, e jθk , e j2θk , . . . , e j (Nr −1)θk

]

and θk = −2πd sin(ϕk)
λ , where d is the spacing between

successive antenna elements at the RS, λ is the carrier wave-
length, and ϕk is the direction of receiver k with a reference
axis at the RS. We set d = λ/2, and [ϕ1, ϕ2, ϕ3, ϕ4] =
[−30◦,−60◦, 60◦, 30◦]. In the implementation of the proposed

Fig. 3. Comparison of the initialization methods in the AO-based transceiver
designs (η = 10−3, γ = 10dB).

algorithms, the tolerance parameter is chosen as δ = 2 ×10−3

while I1 = I2 = 20 and I3 = I4 = 50; all the rank-one
recovery methods employ R = 1000 randomization steps. All
convex problems are solved by CVX [49] on a desktop Intel
(i3-2100) CPU running at 3.1GHz with 4GB RAM.

In the AO-based transceiver design algorithms, the RS AF
matrices W is initialized in three different ways:

• Init-1: Using an identity matrix.
• Init-2: Using random matrices drawn from a CSCG

distribution with zero mean and unit variance.
• Init-3: Using the SR-based transceiver, as explained in

Section III and IV.
Fig. 3 shows the average power consumption performance
versus the receiver EH target ψ for the AO-based transceiver
designs with the three different initialization methods. From
the results, we can see that the best performance is achieved by
Init-3 for both perfect and imperfect CSI algorithms, followed
by Init-2 and Init-1. For example, the power consumption
of Init-3 is about 1dB less than that of Init-1 and Init-2
for the perfect CSI case, and the power saving rises up
to 7dB for the imperfect CSI case. As seen, the AO-based
algorithms are sensitive to the initial point. The use of Init-3
is not realistic in practice since it resorts to the SR-based
algorithms for initialization. Intuitively, taking the SR-based
transceiver as an initial solution can indeed lead to a better
performance of the AO-based algorithm since the initial RS AF
matrix has been optimized. An optimized W is most likely to
result in a better performance of the AO-based algorithm after
convergence, than a randomly generated or unoptimized W.
However, in the following simulations, we employ Init-3 as the
initialization method for the AO algorithms under both perfect
and imperfect CSI cases, which serves as a performance bound
unless otherwise stated. It is also seen from Fig. 3 that the
required transmit power for the imperfect CSI scheme is larger
than the perfect CSI scheme, which is the price paid for added
robustness in the case of imperfect CSI (this will be further
illustrated in Fig. 10 and 11).

Note that in the AO-based algorithms (problem (20),
(26), (31)), the rank-one recovery methods in Appendix A
must be employed to recover rank-one solutions from possibly
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Fig. 4. Performance comparison of the recovered rank-one solution with
the modified randomization method and unprocessed SDR solutions in the
AO-based transceiver designs (η = 10−3, γ = 10dB).

Fig. 5. Performance comparison of the non-simplified and simplified
SR-based transceiver designs (η = 10−3, γ = 10dB, βl (0) = 1, θ = 0.1).

higher rank solutions. In Fig. 4, we show the performance gap
between the rank-one recovered solutions and the unprocessed
SDR solutions for 20 particular problem instances where
higher rank solutions are returned. It can be observed that
the performance gap is only about 0.1dB, which means that
the recovery methods in Appendix A are very efficient. The
corresponding performance gap of problem (54) is similar to
that of (31), thus it is not displayed in the figure.

Fig. 5 shows the performance comparison of the
SR-based transceiver design algorithms proposed in
Subsection IV-A and IV-B and the simplified SR-based
transceiver design proposed in Subsection IV-C. It is worth
noting that the algorithms with codebook size B = 1 only
use the identity matrix as the permutation matrix (naive
method),11 and the algorithms with the B = 8 codebook
employ the Sum-Max codebook design method. We include
the identity matrix into the B = 8 codebook regardless of

11The naive method means that the RS only processes the received data
vector yR by adjusting its power (i.e. scaling) and forwarding it.

Fig. 6. Comparison of the codebook design methods for the SR-based
transceiver designs (η = 10−3, γ = 10dB, βl (0) = 1, θ = 0.1).

the singular values in order to guarantee that the performance
of the algorithms with B = 8 is always better than with
B = 1. We can see that the simplified SR-based transceiver
design algorithms achieve almost the same performance as
the non-simplified ones for both perfect and imperfect CSI
cases. However, the simplified SR-based algorithms consume
much less computational resources compared with their
non-simplified counterparts. Thus, we employ the simplified
SR-based design in the following simulations for comparison
unless otherwise specified.

Next, we compare the performance of the codebook design
approaches, i.e., the Sum-Max and Max-Min methods, in terms
of the average power consumption. For completeness, we also
consider the performance of a codebook whose elements
(permutation matrices) are randomly selected. The results are
presented in Fig. 6, which shows the average power consump-
tion performance curves versus EH target. We can see that
the Sum-Max method outperforms other methods. Compared
with the randomly generated codebook, the proposed Sum-Max
method can lead to a power saving of 1dB for the perfect CSI
case and 2dB for the imperfect CSI case. The performance
of the Max-Min method is slightly inferior to the Sum-Max
method.

Fig. 7 shows the average power consumption performance
for various codebook sizes in the SR-based transceiver design
algorithms. It is observed that the robust designs for imperfect
CSI with codebook sizes B = 4, 8, 16 and 24 achieve a
power saving of about 5dB compared to that with the B = 1
codebook, while the non-robust designs with perfect CSI and
with codebook sizes of B = 4, 8, 16 and 24 achieve about
1dB in power saving compared with the B = 1 codebook.12

We can also see from this figure that an increase in B does
not necessarily gives rise to an improvement of the power
consumption performance when B > 8, which is the reason
we proposed to construct a restricted number of transceivers,

12Note that the algorithms with the B = 24 codebook conduct a search for
all the Nr ! = 4! permutation matrices, which is referred to here as the optimal
SR-based transceiver design algorithms.
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Fig. 7. Codebook size comparison of the SR-based transceiver designs
(η = 10−3, γ = 10dB, βl (0) = 1, θ = 0.1).

Fig. 8. Performance comparison of the SR-based and AO-based transceiver
designs versus ψ . (η = 10−3, γ = 10dB, βl (0) = 1, θ = 0.1).

i.e., to select a small fraction of all the permutation matrices
for transceiver design (B � Nr !).

In the next series of simulations, we examine the compar-
ative performance of the AO-based and SR-based transceiver
design algorithms. Fig. 8 shows the average normalized trans-
mitted power versus EH threshold ψ for these two algorithms.
It is observed that the performance of the SR-based algorithms
is very close to that of the AO-based algorithms. From
the complexity analysis in Section V, we note that if Nr

increases, the complexity of solving problem (20) and (31)
in the AO-based transceiver design algorithms might become
unacceptable, which limits the practicality of these algorithms.
Thus, the SR-based transceiver design is very promising and
suitable for systems with large Nr . It is also important to
mention that the number of signaling bits required for the
SR-based MISO relay system is much less than that for the
AO-based counterpart since only the index of the optimal
transceiver and the power scaling factor have to be sent to
the RS instead of the whole RS AF matrix.

In Fig. 9, we illustrate the performance of the AO-based
and SR-based transceiver design algorithms in terms of the

Fig. 9. Performance comparison of the SR-based and AO-based transceiver
designs versus η. (ψ = −5dBm, γ = 10dB, βl (0) = 1, θ = 0.1).

Fig. 10. Feasibility rate comparison of the SR-based and AO-based
transceiver designs versus SINR threshold γ (ψ = 5dBm, η = 10−3,
βl (0) = 1, θ = 0.1).

channel error bound η. It can be observed that as η increases,
the power consumption of the algorithms with perfect CSI
does not change. For the algorithms with imperfect CSI, we
can see that their power consumption increases with η, which
means that more power is needed to ensure the robustness
against channel errors. Also, the performance of the SR-based
algorithms are very close to that of the AO-based algorithms.

Finally, a comparison of the feasibility rate between the
AO-based and SR-based design algorithms is provided.
We consider the following two cases:

• Robust: the proposed transceiver design algorithms,
which take into account the estimated CSI along with
the error bound (i.e., solving problem (14)).

• Non-robust: the proposed transceiver design algorithms,
which takes into account only the estimated CSI, without
consideration of the estimation errors.

Fig. 10 compares the feasibility rate versus SINR target γ
for these two cases. One can observe that the feasibility rate
performance of the AO-based algorithms is slightly inferior to
that of the SR-based algorithms since we employ Init-3 as the
initialization method for the former. Fig. 11 presents a similar
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Fig. 11. Feasibility rate comparison of the SR-based and AO-based
transceiver designs versus CSI error bound η (γ = 10dB, ψ = 5dBm,
βl (0) = 1, θ = 0.1).

comparison of the feasibility rate versus the channel error
bound η. From this figure, we can see that the performance of
the AO-based algorithms is very close to that of the SR-based
algorithms. The non-robust algorithms fail to satisfy both the
SINR and EH constraints almost all the time under the NBE
model, which further motivating the importance of the robust
design approach in practice.

VII. CONCLUSION

In this paper, we considered the joint transceiver design
problem for multiuser MISO relay systems with energy har-
vesting. We proposed AO-based and SR-based algorithms,
including both non-robust and robust versions to CSI errors,
for the joint optimization of the BS beamforming vectors,
the RS AF matrix and the receiver PS ratios. Especially,
the SR-based algorithms can achieve almost the same perfor-
mance compared with the AO-based algorithms but with much
reduced computational complexity and overhead. We also
presented a simplified SR-based algorithm and carried out a
detailed complexity analysis of all the proposed algorithms.
Two efficient approaches for the design of the permutation
matrix codebook in the SR-based algorithms were proposed.
The simulation results validated the effectiveness of the pro-
posed joint transceiver design algorithms and the necessity
of using a robust formalism in the presence of imperfect CSI.
We remark that the proposed algorithms can be easily extended
without significant difficulty to the more elaborate multi-hop
relay MISO systems. Furthermore, alternative formulations of
the transceiver design, such as energy efficiency maximiza-
tion, joint uplink-downlink power minimization or joint user
scheduling and power minimization, can also be considered.
All these remain as open avenues for future work.

APPENDIX A
PROPOSED RANK-ONE RECOVERY METHOD

As we mentioned in Section III and IV, the optimal solution
of problem (20), (26), (31) and (54) is not guaranteed to be

rank-one. In this appendix, we propose a rank-one recovery
method based on a randomization procedure. Inspired by the
concept of worst-case robustness [50]–[52], we consider the
following subproblems:

ukj = min
‖ek‖2≤η2

k

|(ĥH
k + eH

k )W
∗Gf∗

j |2, (61)

vkj = max
‖ek‖2≤η2

k

|(ĥH
k + eH

k )W
∗Gf∗

j |2, j 	= k, (62)

wk = max
‖ek‖2≤η2

k

‖(ĥH
k + eH

k )W
∗‖2, (63)

w̃k = min
‖ek‖2≤η2

k

‖(ĥH
k + eH

k )W
∗‖2, (64)

where f∗
k and W∗ are extracted from the optimal solutions

F∗
k and W̃∗ using the randomization procedure as will be

detailed in Table VII.13 It is not difficult to see that prob-
lem (61)-(64) can be solved by the Cauchy-Schwarz inequal-
ity and Lagrange multiplier method. We omit the detailed
derivation and let {u∗

kj , v
∗
kj , w

∗
k , w̃

∗
k } denote the corresponding

optimal objective values.
For problem (26) and (54), we propose to scale up f∗

k by√
ϕk and then jointly optimize {√ϕk} and {ρk} to recover a

rank-one solution. The optimization problem can be reformu-
lated as the following SOCP problem:

min{ϕk , ρk}

K∑

k=1

ϕkf∗H
k f∗

k +
K∑

k=1

ϕk‖W∗Gf∗
k‖2

s.t. ‖[2ωk, zk − ρk]‖ ≤ zk + ρk,

‖[2√
ψk/ξk , z̃k − 1 + ρk]‖ ≤ z̃k + 1 − ρk,

zk = ϕku∗
kk

γk
−

K∑

j 	=k

ϕ jv
∗
kj − σ 2

k − σ 2
r w

∗
k ,

z̃k =
K∑

j=1

ϕ j u
∗
kj + σ 2

r w̃
∗
k + σ 2

k ,

ϕk ≥ 0, 0 ≤ ρk ≤ 1, ∀k ∈ K . (65)

Similarly, we also propose to scale up W∗ by
√
ϕ and then

jointly optimize {√ϕ} and {ρk} to recover a rank-one solution
for problem (20) and (31). The optimization problem can be
formulated as14

min{ϕ,ρk }

K∑

k=1

ϕ‖W∗Gf∗
k‖2 + σ 2

r ϕ‖W∗‖2

s.t.
ρkϕu∗

kk

ρkϕ
K∑

j 	=k
v∗

kj + ϕρkσ 2
r w

∗
k + ρkσ

2
k + ω2

k

≥ γk,

ϕ

K∑

j=1

u∗
kj + ϕσ 2

r w̃
∗
k + σ 2

k ≥ ψk

ξk(1 − ρk)
,

ϕ ≥ 0, 0 ≤ ρk ≤ 1, ∀k ∈ K . (66)

13For problem (54), W∗ can be expressed as
√
β∗

l Tl , where β∗
l denotes the

relay power scaling factor corresponding to the lth latent transceiver.
14For problem (20), {u∗

kj , v
∗
kj , w

∗
k , w̃

∗
k } is the solution of (61)-(64) with

ek = 0, ∀k.
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TABLE VII

PROPOSED RANK-ONE RECOVERY METHOD

As in our previous work [27], it can be shown that the above
optimization problem admits a closed-form solution but we
omit the detailed derivation due to space limitation. The pro-
posed rank-one recovery method is summarized in Table VII.15

APPENDIX B
THE PROOF OF PROPOSITION 1

Let P(W, {fk, ρk}) � PB + PR denote the objective
function value of problem (13) and n be the iteration num-
ber. Clearly, given W, the optimal solution {fk, ρk} can be
obtained by solving (15), which results in P(Wn, {fk, ρk}n) ≥
P(Wn, {fk, ρk}n+1). Similarly, for the given {fk, ρk}, we have
P(Wn, {fk, ρk}n+1) ≥ P(Wn+1, {fk, ρk}n+1).16 Note that in
each iteration of this algorithm, the objective function value
is non-increasing and also lower bounded by zero, thus the
monotonic convergence of the iterative algorithm in Table I
follows.

APPENDIX C
THE PROOF OF PROPOSITION 2

We first introduce four sets of auxiliary variables dk , d̃k , ek

and ẽk , ∀k ∈ K , which satisfy dk = σ 2
r hH

k hk +
1
4ω

2
k (p(i)k − ϕ

(i)
l )2 + 1

γk
f (i)Hk G̃kf (i)k , d̃k = −σ 2

k ϕl +
1
2 (p(i)k − ϕ

(i)
l )(pk − ϕl) + 2

γk
�{f (i)Hk G̃kfk}, ek =

−σ 2
r hH

k hk +
K∑

j=1
f (i)Hj G̃kf (i)j + ψk

4ξk
(q(i)k − ϕ

(i)
l )2, and

ẽk = 2�{
K∑

j=1
f (i)Hj G̃kf j } + ψk

2ξk
(q(i)k − ϕ

(i)
l )(qk − ϕl) + σ 2

k ϕl ,

where dk and ek are constant scalars while d̃k and ẽk are affine
functions in r. Then, the SINR constraints in problem (49)
can be rewritten as the following SOCs:

∥∥∥∥

[
wT

k ,
d̃k − dk − 1

2

]∥∥∥∥ ≤ d̃k − dk + 1

2
, ∀k, (67)

15We only list the detailed steps to recover f∗
k , which can be easily extended

to the recovery of W∗.
16Due to the Gaussian randomization procedure employed in the recovery

method, the total transmission power of Step 2.2 could be possibly larger than
that of Step 2.1. When this happens, we simply terminate the algorithm and
achieve convergence in a finite number of iterations, as indicated in Step 3.

where

wk = [hH
k TlGf1, . . . ,hH

k TlGfk−1,hH
k Tl Gfk+1, . . . ,

hH
k TlGfK ,

1

2
ωk(pk + ϕl)]T . (68)

Similarly, the EH constraints in problem (49) can be reformu-
lated as the following SOCs:

∥∥∥∥∥

[√
ψk

4ξk
(qk + ϕl),

ẽk − ek − 1

2

]∥∥∥∥∥ ≤ ẽk − ek + 1

2
, ∀k.

(69)

Next, by introducing slack variables P1, P2 and P3, we can
equivalently write the objective function Pl(r) of problem (49)
as follows:

Pl(r) = P1 + P2 + P3, (70)

where

‖[fT
1 , . . . , fT

K , (P1 − 1)/2]‖ ≤ (P1 + 1)/2, (71)

‖[(Gf1)
T , . . . , (GfK )

T , (P2 − ϕl)/2]‖ ≤ (P2 + ϕl)/2, (72)

‖[2σr , ϕl − P3]‖ ≤ ϕl + P3. (73)

Therefore, problem (49) can be shown to be equivalent to (50).
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