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< Automation is coming into the domains of both physical
(manufacturing, assembly, etc) and mental tasks (data analysis and
decision making)

< Data driven decision support systems (DSS) are an important area
of interest in various applications

< Automation and humans have different models of decision making

< Automation is good at number crunching
< Humans are good at reasoning with quick mental models

< In collaborative decision making both these strengths can be utilized.



Related work

< Distributed collaborative systems, distributed hypothesis testing with
purely automated agents [Tsitsiklis 1993, Tartakovsky et al 2014]

< Dependence of human performance on workload in human factors
engineering literature [Tulga and Sheridan 1980, Wickens et al 2015]

< Decision queues where human is modeled as a server with
utilization-dependent performance [Jog 2021]

< Task allocation in mixed initiative systems [Hyun et al 2015, Dubois
2020]



Problem setting

< Human-automation team for binary classification tasks
< Hierarchical structure

© The automation takes first pass at a batch of tasks (say K)

< |t decides which subset A/ C K of tasks need to be referred to
human for review and final decision

¢ For all the other tasks (KC\ NV), the automation makes the final
classification decision

<> Problem statement : Given a batch (set) of binary classification
tasks find the "optimal" subset of tasks to be referred to the human.



Application Scenario
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Figure 1: A simulation of a radar screen which shows targets which can be

either hostile or non-hostile



System Model

Batch of K i.i.d. binary classification tasks, K = {1,2,...,K}.
Each task k € K has true state Hx € {Ho, H1}.

The states are i.i.d. across states with prior

7 =P(He = H;),i € {0,1}.

< For task k,

< the automation observes Y; x € V4

¢ oo

¢ the human observes Y5y € s
<» Observations are random variables which depend on the true state
Hy
<» Observations are i.i.d. across tasks but conditionally dependent on
the states



Observation models

< Automation observation model - Static

< Conditional distributions over observation values
Py {Ho, H1} — A(DN).

P(Y11,...,Y1k) = H Z i P1 (Y1 k|H))

keK ie{0,1}

 Example - Let Ho = 0 and H1 = dy. The observations of the
automation are given by

Yik=Hc+ Ny, kelk,

N1 1.5 is an independent Gaussian process, independent of
Hi.k, with Ny 1.5 ~ Normal(0, 0?).



Human observation models (Examples)

<* Human observation models - Workload dependent

< Workload is defined as the fraction w = |N|/|K|€ [0,1] of tasks
referred to the human by the automation

¢ Py {Ho, Hit x [0,1] = AQR).

P{Yantnen) = [ D miPa(YaunlHisw)

neN ie{0,1}
< Example 1 - ANGN channel with workload-dependent variance
Y2,n - Hn + N2,n7 ne N7

< The performance degradation of the human with workload can be
captured by assuming that, for some o3 such that 03 < 0% < 203,

Na., ~ Normal(0, (1 + w)o3), ne€N.
< Example 2 - AWGN channel with workload-dependent mean
Yool {Hn = Ho} ~ Normal(0, o3)
Ya.nl{H, = Hi1} ~ Normal(do(1 — w), a3). e



Human Decision models - Assumptions

<* For each task n € AV, the human decides between Ho and H; based

only on the observation Y5 ,
< Human does not have access to the automation’s observation Yin-

< The human also does not account that the automation referred the
task after looking at the entire batch



Human Decision models

¥ The human'’s classification capability is characterized by the true and
false positive rates as function of workload

< When operating at a workload of w, the human’s capability is
characterized by
P2’tp(W) ZP(DZ,, :HllHn :/Hl,W)., VI’IEN,
P27fp(W) ZP(Dzm =H1|Hn :HO,W), Vne N.

< Automation does not know the human decision model exactly

< It knows the values of true and false positive rates for each workload
level
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Problem formulation

< Classification decision costs

% The cost of final classification decision Dy for task k is

C(Dy, Hy) =

< Referral decision costs

if (Hk, Dx) = (H1,H1),true positive
HO) 1

),
( )= ( );

if (Hk, Dk) = (Ho, Ho), true negative
( )= ( );

false positive

4 Subset N' C K referred to the human
% The total referral decision cost from the point of view of the

WNlem+ > > pL.C(Da, Hi),

automation is

where p}

neN ie{0,1}

is the posterior on the state Hy, computed by the

automation given the observation Yj ,

H1,Ho), false negative.
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Optimization problem

< Given the posterior beliefs {p} Yk, i € {0,1} of the automation,
and the decision distribution P ¢p; Pafp : [0,1] — [0, 1] of the
human, determine A and { Dy} s\ S0 as to minimize the total cost.

< Total cost = Cost of automation classification decisions + Cost of

human classification decisions

< Cost of human classification decisions depends on the posterior
probabilities of tasks and the true and false positive rates of the
human

NV, w) = 3 (PLolPrao(W)cip + (1 = Pap(w))crl
neN

+ P8 alPaso(w)erp + (1 = Pago(w))e] ).
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Optimal Decision Referral Scheme

¢ G-indices : G(pt,w) == C;(p}) — T2(p}, w) — cm.
¥ G-index of a task is the cost reduced by referring it to the human

Lemma

For a pre-specified workload w = |N|/|K|, it is optimal to allocate the
tasks with the highest |N'| G—indices to the human.

GN) = > G(p, IVI/IK]). (1)
neN

< The total expected cost is equivalent to minimizing

G* = min = wK 2
(w) pin, = wkK, (2)
< The optimal workload w can be identified by evaluating G*(w) for

all choices of w.
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Numerical Examples
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Figure 2: The red hill is the classification cost of the automation, C;(pt), as a
function of posterior probability pik of hypothesis Hi. The blue lines show the
expected classification cost for the human, Ta(pi, w), w € {1/K, ..., K/K}.
Batch size K = 20. The cost reduction for offloading is G(p}, w), which is the

difference between the red and blue functions. ( cp = ¢ and ¢, = cin.)
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Baseline policies

< Blind allocation (BA), which decides on a workload w;, before
seeing the batch Yi 1. and refers wy, |KC| tasks to the human at
random.
Wy, = arg lAr/r&l}r)\}{(l —w)E; + wky(w)},
< Static allocation (SA), which uses a fixed workload w(;, but then

sa’

refers the tasks in an informed manner according to Lemma 1.
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Numerical simulations
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Figure 3: Comparison of various policies for 25 distinct problem instances, for
batch size K = 20. [left] Average cost [right] Standard deviations of costs
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Numerical simulations
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Figure 4: Average workload allotted to human by various policies, over 25
distinct problem instances, for batch size K = 20.
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Conclusion and Future work

< Informed allocation policies are better than static, blind task
allocation schemes

< Informed allocation heuristics which are close to optimal can be
devised and employed based on convenience of implementation

< We plan to validate the proposed model through experiments with
human participants.

<» Other human factors such as fatigue, trust in the automation may
be considered.
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