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ABSTRACT

In this paper, we introduce a supervised multi-channel speech
enhancement algorithm based on a Bayesian multi-channel non-
negative matrix factorization (MNMF) model. In the proposed
framework, we consider the probabilistic generative model (PGM)
of MNMEF, specified by Poisson-distributed latent variables and
gamma-distributed priors. In the training stage, the MNMF parame-
ters of the speech and noise sources are estimated via the variational
Bayesian expectation-maximization (VBEM) algorithm. In the
enhancement stage, the clean speech signal is estimated via the
MNMF-based minimum variance distortionless response (MVDR)
beamformer. To further improve the enhanced speech quality,
we efficiently combine the MNMF-based beamforming technique
with a classical unsupervised single-channel enhancement method.
Experiments show that the proposed method can provide better
enhancement performance than the selected benchmarks.

Index Terms— Multi-channel speech enhancement, MVDR
beamforming, non-negative matrix factorization, probabilistic gen-
erative model, variational Bayesian expectation-maximization

1. INTRODUCTION

Numerous single and multi-channel speech enhancement algorithms
have been proposed in the past. They aim to remove the background
noise from a noisy speech signal, in order to improve its quality or
intelligibility, and find diverse applications including mobile tele-
phony, hearing aid and speech recognition. Compared to the single-
channel algorithms, the main advantage of the multi-channel algo-
rithms is that they can exploit the spatial features of the acoustic
field through a beamformer, which can be designed to extract the
clean speech from a given direction in an optimal way. In this con-
text, classical beamforming techniques incldue: minimum variance
distortionless response (MVDR) or linearly constrained minimum
variance (LCMV) [1, 2], generalized sidelobe canceller (GSC) [3],
and eigen-space beamformer [4]. However, these classical methods
were originally introduced by using a minimal amount of a priori
information about the speech and noise and hence, tend to provide
limited performance under adverse noise conditions.

Machine learning techniques have been applied to the speech en-
hancement task in recent years, to better exploit a priori information.
Among these, the non-negative matrix factorization (NMF) method,
which decomposes a given matrix into basis and activation matrices
with non-negative elements, has received great attention [5, 6, 7].
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The concept of NMF has been extended to the factorization of a ten-
sor into mixing, basis and activation matrices, referred to as multi-
channel NMF (MNMF) [8]. In this approach, both the multiplicative
update (MU) rules and expectation-maximization (EM) algorithms
have been derived to estimate the MNMF parameters, based on the
Itakura-Saito (IS) divergence. To better exploit the spatial proper-
ties of the sources, references [9, 10] aim at factorizing the spatial
covariance matrix (SCM) of the observation in each frequency bin,
which is specified by the channel covariance matrices of the individ-
ual sources. In [11], the complex-valued Gaussian-distributed latent
variables of MNMF are modeled by auto-regressive moving aver-
age (ARMA) processes, to better handle the reverberation effects.
The MNMF method has shown promising results in multi-channel
source separation and speech enhancement. Still, besides the need
to improve the enhancement/separation performance, computational
complexity remains a critical issue when implementing the MNMF
algorithms. That is, compared to the MU-based algorithms, the com-
putational cost increases rapidly as the numbers of NMF basis vec-
tors and microphones increase.

In this paper, we propose a supervised multi-channel speech en-
hancement algorithm based on a Bayesian MNMF model. Our main
contribution is to extend the probabilistic generative model (PGM) of
NME, specified by Poisson-distributed latent variables and gamma-
distributed priors [12], to a multi-channel framework. In the train-
ing stage, the MNMF parameters of different sources are estimated
via the variational Bayesian expectation-maximization (VBEM) al-
gorithm [13]. The main advantage of using the Poisson-distributed
PGM, compared to the complex-valued Gaussian-distributed PGM,
is the reduced complexity while implementing the VBEM algorithm,
since we only need the marginal statistics, as pointed out in [12]. In
the enhancement stage, the clean speech signal is estimated via the
MNMF-based MVDR beamforming technique. To further improve
the enhanced speech quality, we combine the MNMF-based beam-
forming technique with a classical unsupervised single-channel en-
hancement method. Experiments show that the proposed method can
provide better performance than the selected benchmarks.

Throughout the paper, we use the superscripts 7', H and * to de-
note matrix transpose, Hermitian transpose and complex conjugate
operation. The symbols R and C denote the sets of non-negative
real and complex numbers, ! indicates factorial, [];; denotes the
(4, 7)-th entry of its matrix argument, |-| indicates the (element-wise)
magnitude computation, I; indicates the JxJ identity matrix, and
o denotes linear proportionality. The imaginary unit is expressed by
7=+/—1, while ZY represents the phase of a complex number Y.

2. MNMF-BASED SPEECH ENHANCEMENT
Assuming that the length of a mixing filter, i.e., the acoustic impulse
response, is shorter than the short-time Fourier transform (STFT)
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analysis window length, the multi-channel convolutive noisy speech
signal can be expressed in the STFT domain as [8, 10]

ijz = Zé,kl + Z{V,kl = Agjskl + Zg\f,kl M

where ijl, Zé . and Z;;] «; respectively denote the STFT coeffi-
cients of the convolutive nbisy speech, clean speech and noise sig-
nals at the frequency bin k € {1, ..., K}, time frame ! € {1, ..., L}
and microphone index j € {1,...,J}, Aij is the acoustic trans-
fer function (ATF) for the clean speech, and Sk, is the STFT of the
clean speech point source signal.

For a given tensor V = [v],] € R} ***7, the MNMF algorithm
aims at factorizing it into a mixing matrix A =[ax;] € R/
matrix W = [wi,] € RXM and an activation matrix H = [hm] €

, a basis

Rf XL where M is the number of basis vectors. Specifically, it seeks
to represent each entry of V in the form of [8]
M
Uil ~ ﬁil = ak; Z WemPmi- 2)
m=1

The factorization is obtained by minimizing a cost function, such
as the Kullback-Leibler (KL) divergence. In audio and speech ap-
plications, the KL-based MNMF algorithm is typically applied to
a magnitude spectrum-based tensor, e.g., v;, = |Z%,,|. Hence,
Wim and h.,; become related to the point source spectrum (e.g.,
[Ski| = 3, Wkmhmi), while ag; corresponds to the magnitude
value of the ATF (e.g., ax; = |f~1,fj |). At this point, we further assume

that the noise spectrum in (1) can be expressed as Z3 ;,, = flfc\; Nig.
Although this model is theoretically valid only for a noise signal gen-
erated by a point source, it has been widely considered in practice in
the MNMF-based approaches, e.g., [10], mainly due to an efficient
representation of the signal by means of the basis vectors. Moreover,
this enables a possible post-processing of the beamformer output.

A supervised MNMF-based multi-channel speech enhancement
framework consists of two stages. In the training stage, the basis

matrices of the clean speech and noise, Ws = [wy,,] € R *Ms
and Wy = [wh,] € REXMN , are obtained from the training

data. In the enhancement stage, by fixing [Ws Wx|, we estimate
the mixing and activation matrices of the clean speech and noise
from the noisy speech. In this paper, we consider a buffer process-
ing to handle the case of time-varying ATFs as well as to alleviate
the so-called over-complete condition. That is, we aim at factorizing
Vli =Y, | € RfXLbXJ, where [, = 1,2, ... is the buffer frame index,
Ly is the buffer size and Y}, is the noisy speech matrix consisting of
the time frames ! € {(ly — 1)Ly + 1, ..., I L }.

Once we obtain the MNMF parameters for a given buffer frame
index, the clean speech point source spectrum can be estimated via
MVDR beamforming as [14]

B _ ( (Ris + ALy) "'y
M ABE(RY 4 ML) by

where A > 0 is the diagonal loading factor, by, = [b]] € C” is the
steering vector, which is specified by the direction-of-arrival (DoA)
under the far field assumption, and R}, € C”*/ is the noise corre-
lation matrix. The latter is obtained via temporal smoothing of the
initial estimate of Z3,; ,, [15], which can be expressed in terms of the
MNMF parameters as

R as = 7o R 1]as + (1= 7o) AN, (A ) WaHNE @)

H H
) Y =G Y 3

where 0 < 7¢ < 1 is the smoothing constant, H n is the estimated
activation matrix of the noise, AkNj = dejexp(jZAkNj) is the esti-
mated complex-valued ATF for the noise, and a,b € {1, ..., J}. The
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phase components can be obtained from the noisy speech phase. Fi-
nally, the time-domain enhanced speech signal is obtained via in-
verse STFT, followed by the overlap-add method.

3. PROPOSED TRAINING STAGE

In this section, we first introduce the PGM of MNMF that corre-
sponds to the KL-divergence in a statistical framework. Then, we
derive the VBEM algorithm to estimate the MNMF parameters.

3.1. Probabilistic generative model of MNMF

From a statistical perspective, each entry of V can be constructed as
a sum of M latent variables, i.e.,_vil = Zﬁf:l cpy? . According to
[12], the m-th latent variable ¢}’ can be assumed to be drawn from

a Poisson distribution parameterized by ai, Wgm and h,;. That is:
m

p(cry? laks, Wem, hmt) = P} |ar; Wimbmi) 5)
where P(z|u) = u” exp(—u)/(z!) is the Poisson distribution with
mean u. Assuming that vil are independently drawn, the log-
likelihood function (LLF) of V can be written as'

K L
J ~J ~J J
Z (vkl Inoy, — 03, — lnvkl!) . (6)
11=1

J
Inp(VIA, W, H) ="
j=1k

It can be shown that maximizing the LLF with respect to the MNMF
parameters is equivalent to minimizing the KL-divergence.

Regarding the prior distributions for A, W and H, we consider
the gamma distribution, which is shown to be the conjugate prior to
the Poisson distribution, as given by [5, 12]

p(akj; aa, Ba) = Glanj; a, Ba/a) @)
p(wkm;aw,ﬁw) :g(’lUkm;O[w,ﬁw/aw) (8)
P(hmi; any Br) = G(humi; an,y Br/an) )

where G(z;a,b) = 2* b~ exp(—x/b)/T'(a) is the gamma dis-
tribution with mean ab, I'(-) is the gamma function, and a and b
are referred to as the shape and scale parameters, respectively. We
consider constant values for the hyper-parameters for each type of
matrix factor to avoid over-fitting [5, 12]. Moreover, we assume that
the entries of A, W and H are independently distributed.

3.2. VBEM algorithm

In many applications of the EM algorithm, evaluating the posterior
distribution or computing the expectations with respect to this distri-
bution is analytically intractable. The VBEM algorithm overcomes
this difficulty by computing an analytical and efficient approxima-
tion to the posterior distribution, and also provides an effective esti-
mation of the hyper-parameters.

Let us denote by 6;, = {C,A, W,H} the set of latent vari-
ables, and by g = {aa, Ba, Qw, fw, an, Br} the set of hyper-
parameters. For a given observation, we estimate 6y, and Or via
the VBEM algorithm, which consists of two steps at each itera-
tion. In the expectation-step (E-step), we estimate the variational
distribution ¢(01,) that approximates the exact posterior distribution
p(0L|V;0r). In the maximization-step (M-step), we estimate the
set @ r by maximizing the expectation of the complete-data LLF with
respect to the variational distribution, i.e., Ego,)[Inp(V, 0r;0r)].
Additional details are given below.

1) E-step: Based on the mean-field approximation [13], the local
optimal solutions can be expressed as

q(C)(rJrl)o( exp (]Eq(A)(T)q(W)(T)q(H)(T)[lnp(V7 9[,; OR)]) (10)

I'We note that the sum of independent Poisson random variables x,, with
means [, is another Poisson random variable with mean Zm -
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Table 1. Variational distribution parameters (E-step) and update formula (M-step)

ag (M-step) B (M-step)

& (E-step) B (E-step)
ar; || a+g T Eqleii?] | @a/Bat Ty ) Bq[wim]Eqhmi]
W || w+ g X Balemy?] | ow/Bu+ Xy 0 Eqlari[Eq[hmi]
bt || an+3 0 S Ealefi?] | on/Bn+3 0 3 Eqla;Eq [wim]

Zk Zj(Eq [akj]/ﬁa —Eq [ln akj] +1n ﬁa)/(K])
Zkzm(]Eq [Wkm]/Bw —Eq[In Wi ] +1n By) / (KM)
Z:rrL

ZkZJ’]Eq lak;]/ EI)
3252 Eawim] / (M)
ZnLZL]EQ [hml]/(A{L)

> ((Eq[hmi]/Bn —Eq[In honi] +1n Br) /(ML)

qa(A) oc exp (]Eq(C) (r+1) g(W)(m) q(H)(")[lnp(Vv Or; BR)])
g(W)!"Hocexp (Eq(c><w~+1> a1 g [ p(V, 0L BR)])
Q(H) (T+1)O< €xXp (Eq(c) (r+1) g(W)(r+1) q(w)(wrl)[ln p(V7 0r; GR)])

where the superscript (r) denotes the r-th iteration. For conve-
nience, we shall omit (r) and also drop the latent variables ap-
pearing as argument of ¢(-) of the expectation operators, e.g.,
Eq(wkm)(w [wkm] =E,; [wkm]

By developing (10), the distribution g(c],) is shown to be
M(c];5v1y Py) where® ¢,

multinomial [12], ie., g(cl,) = -

cl’j, . ¢M9], and the entries of p’, are given b
kl ki ki g y
o — exp (Eq[lnak]—]—l—Eq[ln Wim | +Eq[In hml]) (an
HTSM L exp (Eg[In ags]+Eq[In win] +Eq[In o))
Accordingly, we have that E,[c]?] = v],p77. In a similar way, the

distributions g(ax;), ¢(wem) and q(hm:) are shown to be gamma
q(z) = G(z; &, B), where the values & and 3 for each matrix factor
are summarized in Table 1. For these gamma distributions, we find
that Ey[lnz] = V(@) + InB and E,[z] = af, where ¥(z)
dInT(z)/dx.

2) M-step: The shape parameters of the prior gamma distribu-
tions in (7)-(9) are obtained based on the Newton’s iterative method
as

(i+1) _ @ _ nat — g’(a(l>) + 1 — Oq (12)
1/a) — W' (a®)

where U'(x) = d¥(z)/dz, and i is the iteration index. Detailed

formulae for aq in (12) and B in (7)-(9) for each matrix factor are

provided in Table 1.

For initialization, we first generate positive random numbers
and subsequently apply the KL-based MU rules [16] to V =
[Z;’:lvil/J] € RE** for several iterations (i.e., 10) [8]. The
resulting W and H are used as the initial values for Eq[wgm],
exp(Eq[In wim]), Eq[hmi] and exp(Eq[ln hyyi]). The statistics
Eqlak;] and exp(Eg4[lnak;]) are initialized to 1. The hyper-
parameters are initialized as o, = awy = ap = 0.001 and B, =
Bw = Br = 10. We use 200 iterations for the VBEM algorithm,
whereas 5 iterations are used for estimating the shape parameter in
(12). To avoid scale indeterminacies in ax;, Wkm and h,,; which
appear as a product in the distribution (5), we include a normal-
ization step at each iteration. That is, motivated by [17], we nor-
malize Eq[ax;] and exp(Eq[In ag;]) after inferring g(ax; ), such that
> Eqlars] = 1and 3, exp(Eq[lnak;]) = 1. Also, we normal-
ize Eq[wkm ] and exp(Eq[In wk.m,]) after inferring g(wgm, ), such that
> x Eq[wim] = 1and Y, exp(Eq[In wem]) = 1.

4. PROPOSED ENHANCEMENT STAGE

In the enhancement stage, for each buffer, we first estimate the mix-
ing elements (i.e., afj, afc\g-) and activation elements (i.e., h>,;, hY,)
elements from the noisy speech via the VBEM algorithm. Sub-
sequently, we compute the noise correlation matrix based on (4).

*M(e;v,p) = v! [T, (Pm)*

«

™ [(cm!), such thatv =3~

Cm.
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Specifically, we replace [Af;|, wiy,, and hY), with Eg[a], Eq[wi,,]

and E, [h%l}, respectively [7]. The DoA of the speech source, which
is needed to compute the steering vectors by, is estimated from
the noisy speech. Several source localization methods have been
proposed, such as the angular spectrum-based and clustering-based
methods (see [18] for detailed discussion). In this paper, we imple-
ment the method introduced in [19]. The clean speech spectrum then
can be estimated via MNMF-based MVDR beamforming given by
3).

To further reduce the residual noise components, the applica-
tion of a single-channel enhancement algorithm to the beamformer
output as a post-processor has been proposed, e.g., [20]. However,
such post-processing may introduce clean speech distortion as well.
Besides, the combination of a classical unsupervised method with a
NMF-based method has been proposed in a single-channel speech
enhancement task, e.g., [21]. We adopt this approach to compen-
sate for the clean speech distortion. Let Y;; € C7 denote the pre-
processed noisy speech spectrum obtained by applying a classical
single-channel algorithm to each channel of the noisy speech. We
estimate the magnitude components of the clean speech spectrum
via the geometric mean (GM) of the magnitude spectra of 1) the out-
put of the MVDR beamformer applied to Yy, ii) same applied to
Y, and ii) the post-processed MVDR output based on NMF-based
Wiener filtering [7]. By taking the phase from S',]fl, the proposed
enhanced speech spectrum can be written as

i gn|”’
~5 | AN €
P + Py

~ ~ ~ H— ~ &aB
Se = 1561 G Yul'? e G k)

where py; and pd, are the power spectral densities (PSD) of the clean
speech and noise obtained via temporal smoothing of the NMF-
based periodograms [7]. The proposed method, i.e., variational in-
ference on the MNMF model, will be referred to as VMNME.

5. EXPERIMENTS
In this section, after describing the data sets and general methodol-
ogy, we present and discuss the experimental results.

5.1. Data set

We conducted the experiments using the 4-th CHiME challenge cor-
pus [22], where the sampling rate of all signals was set to 16 kHz.
The speech and noise files were divided into two disjoint groups:
1) training data, used for estimating the basis matrix in the training
stage, and ii) fest data, used in the enhancement stage to evaluate
the enhancement performance. The clean speech training data of the
CHiME database consists of 101 speakers. We considered a speaker-
independent (SI) application, where one universal basis matrix cov-
ering all speakers is estimated during the training stage. To this end,
we randomly selected 40 utterances from each speaker and concate-
nated them to construct the clean speech training data, resulting in
an 8 hours long signal. Regarding the noise training data, we con-
sidered the Bus, Cafe, Pedestrian, and Street noises, where we used
a 2 hours long signal for each noise type.

Regarding the test data, we used the one referred to as “sim-
ulated development data” from the CHiME corpus, which consists
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Table 2. Average results for Bus noise

Table 4. Average results for Pedestrian noise

Toput , MNME | NTF NTF Toput : MNME | NTF NTF
snr | Eval | STSA | Gomu | kLmU | as-mu || YMNME sNR | Eval | STSA | Lo nvy | kiMmu | as-mu || YMNME
PESQ | 213 733 275 274 238 PESQ 72 180 133 136 197
5dB | SDR 2.48 803 7.34 6.57 9.47 5dB | SDR 2049 317 2.48 193 442
ESTOI | 0.57 0.66 0.63 0.61 0.68 ESTOI | 039 0.47 0.45 0.44 0.50
PESQ | 251 .64 7.58 2.56 271 PESQ | 2.07 719 7.16 717 233
0dB | SDR 6.57 1143 11.00 10.06 1272 0dB | SDR 450 733 6.80 6.26 9.05
ESTOI | 071 0.78 0.77 0.74 0.80 ESTOI | 056 0.62 0.60 0.59 0.66
PESQ | 2.80 7.0% .90 287 301 PESQ | 241 751 749 748 2.66
SdB | SDR 1028 1433 14.00 12.81 15.25 5dB | SDR 8.96 10.92 10.46 9.89 12.86
ESTOI | 082 0.87 0.87 0.84 0.89 ESTOL | 071 0.75 0.74 0.72 0.79
PESQ | 307 321 319 35 3.26 PESQ | 272 281 779 777 2.95
10dB | SDR 13.64 16.67 16.22 1471 17.34 10dB | SDR 12.90 14.03 13.36 12.57 15.97
ESTOI | 090 0.93 0.92 0.90 0.93 ESTOI | 083 0.85 0.84 0.82 0.87
Table 3. Average results for Cafe noise Table 5. Average results for Street noise
Toput MNME | NTF NTE Taput MNME | NTF NTE
sNR | Bvalo | STSA | oMy | KL-Mu | -s-mu || YMNMF sNR | Bval | STSA | Lo nMy | kL-Mu | das-mu || YMNMF
PESQ | 168 179 173 72 87 PESQ | 190 7.06 2.00 196 716
5dB | SDR | -0.32 2.66 278 141 3.80 5dB | SDR 051 513 438 4 6.52
ESTOI| 038 0.44 0.44 0.41 0.48 ESTOL| 046 0.54 0.51 0.51 0.57
PESQ | 201 7.08 2.05 2.0 723 PESQ | 225 238 235 729 250
0dB | SDR | 470 691 6.90 6.01 8.52 0dB | SDR 511 888 838 827 10.42
ESTOI| 055 0.59 0.59 0.57 0.64 ESTOI| 0.62 0.68 0.66 0.65 0.71
PESQ | 235 240 739 737 258 PESQ | 258 7.60 267 2.60 281
5dB | SDR 9.15 10.48 10.30 9.57 12.38 5dB | SDR 9.22 12.14 11.86 10.95 13.49
ESTOI| 071 0.73 0.73 0.71 0.77 ESTOI| 076 0.80 0.79 0.77 0.82
PESQ | 267 271 771 770 2.8 PESQ | 287 7.08 797 2.90 3.08
10dB | SDR | 13.00 1351 12.94 12.19 15.48 10dB | SDR | 12.86 14.87 1473 12.83 15.99
ESTOI| 0383 0.84 0.83 0.81 0.86 ESTOI| 0386 0.88 0.88 0.86 0.90

of 410 utterances of the 6-channel noisy speech signals. The lat-
ter signals were generated by scaling and adding the noise to the
filtered clean speech signal to obtain input SNRs of -5, 0, 5, and
10 dB. Specifically, the clean speech signals were filtered by the
time-varying impulse responses (IR) between the speaker and mi-
crophones, where the IR is estimated from the real recorded signals
(see [22] for more details about the database).

5.2. Methodology

For the STFT analysis, we used a Hanning window of 1024 samples
with 50% overlap. We considered M = 80 basis vectors for the clean
speech and noises and L, = 32 buffer size. We used the diagonal
loading factor of A = 0.01 and temporal smoothing factor of 7¢ =
0.9. We fixed the shape parameters of the gamma distributions to
aq = 1 and a, = 10 in the enhancement stage for simplicity, i.e.,
to avoid additional iterations as given by (12). Regarding the pre-
processor, we implemented the minimum mean-square error short-
time spectral amplitude (MMSE-STSA) estimator [23], where the
noise PSD was estimated based on [24].

To evaluate the enhancement performance of the proposed VM-
NMF method, we implemented several benchmark algorithms: 1)
the MMSE-STSA estimator [23] applied to each channel, ii) the
MU-based MNMF method with the IS-divergence (MNMEF-IS-MU)
[8], iii) the MU-based non-negative tensor factorization (NTF)
method with the KL and IS divergences (NTF-KL-MU and NTF-
IS-MU) [25]. These benchmarks were essentially used for com-
puting the noise correlation matrix. Note that the MNMF meth-
ods (i.e., MNMF-IS-MU and VMNMF) employ the frequency-
dependent mixing elements, whereas the NTF methods (i.e., NTF-
KL-MU and NTF-IS-MU) use the frequency-independent mixing el-
ements. The MNMF-IS-MU and NTF-IS-MU methods were applied
to the power spectra, whereas the NTF-KL-MU method was applied
to the magnitude spectra. Basic settings, such as the STFT analysis,
the number of basis vectors, the buffer size, and the reconstruction
method, were kept identical, except that we used A = 0.1 for the
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benchmarks since it provided better enhancement performance.

We considered the perceptual evaluation of speech quality
(PESQ) [26], source-to-distortion ratio (SDR) [27] and extended
short-time objective intelligibility (ESTOI) [28] as the objective
measures of performance. For all the measures, a higher value in-
dicates a better result.

5.3. Results

The average results over all test utterances are shown in Tables 2
to 5. We can observe that the proposed VMNMF method provided
better enhancement performance than the benchmarks for all types
of noises and input SNRs. Comparing between the MNMF-IS-MU
and NTF-IS-MU methods, the former method provided better results
in general. This indicates that the MNMF model can better handle
the convolutive effects specified by the ATFs. We also found that the
computational cost of the VMNMF method was comparable to that
of the efficient MU-based MNMF, NTF-KL and NTF-IS methods.
Moreover, the results of an independent series of experiments (not
reported due to space limitations), show that among MVDR, post-
processed MVDR, and the GM-based reconstruction methods, the
latter generally provided better enhancement performance but for a
few exceptions.

6. CONCLUSION

We introduced a supervised multi-channel speech enhancement al-
gorithm based on a Bayesian MNMF model. We considered the
PGM of MNMF, specified by Poisson-distributed latent variables
and gamma-distributed priors. In the training stage, the MNMF pa-
rameters of sources were estimated using the VBEM algorithm. In
the enhancement stage, the clean speech signal was estimated via the
MNMF-based MVDR beamformer. Further improvement of perfor-
mance was achieved by combining the MNMF-based beamforming
technique with a classical unsupervised single-channel enhancement
method. Experiments showed that the proposed method provided
better enhancement performance than the selected benchmarks.
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