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Abstract—Time synchronization is a key aspect of device-to-
device (D2D) schemes, particularly in decentralized networks
where no reference time is available. Distributed phase-locked
loops (DPLL) is a synchronization algorithm well suited for
decentralized situations. In this work, we study DPLL in the
context of 5G networks, where we include in our analysis several
practical aspects of D2D communication, such as propagation
delays, multipath propagation, and the use of single-carrier
frequency division multiple access (SC-FDMA). We propose prac-
tical methods to compensate for their effects, and introduce new
performance metrics to evaluate the merits of the synchronization
algorithm. Through simulations at the physical layer, which
capture the effects of analog-digital conversions, we demonstrate
that time synchronization in a decentralized setting is possible
under the constraints specified by the 3GPP for D2D applications.

I. INTRODUCTION

Current cellular networks make use of a centralized
paradigm, where all communications transit through an access
point. D2D communication was introduced to offload some
traffic from the access point by allowing devices within range
to interact directly. This approach also has other advantages,
such as reduced power consumption and lower infrastructure
costs [1], and accordingly, it is recognized as a key enabling
technology for fifth-generation (5G) networks. However, time
synchronization between the devices is an essential require-
ment for D2D communication.

To achieve synchronization, interacting nodes in a wireless
network attempt to estimate the time offset (TO) between
their respective clocks via the exchange of synchronization
messages transmitted by means of radio frequency (RF) carrier
waves. However, a carrier frequency offset (CFO) nearly al-
ways exists between the nodes, which has a detrimental effect
on the TO estimation [2, 3]. Ideally, communicating nodes
should account for both the TO and CFO between themselves.
Recent works successfully decoupled the estimation of TO and
CFO by using well crafted synchronization messages [2, 4, 5].

Certain D2D applications require a decentralized network,
where time reference sources such as GPS or base stations
are unavailable. Distributed synchronization algorithms have
long been studied, giving rise to various methods, such as
the firefly [6], timestamps exchange [7, 8], and distributed
phase-locked loops (DPLL) algorithms [4, 9]. DPLL can be
implemented at the physical layer and scales well with an
increasing number of devices [10], making it a pertinent choice
for decentralized D2D applications.

This work was supported by InterDigital Canada Ltée and MITACS Canada
under the MITACS Accelerate program.

In this paper, we present a DPLL-type algorithm that takes
into account several practical aspects of D2D communication
under 5G. In contrast to previous work on the topic [4, 9, 10],
we explicitly consider: (i) Propagation delays between devices,
(ii) Wideband multipath propagation, (iii) Use of SC-FDMA.
In particular, propagation delays and multipath propagation
have a strong negative impact on DPLL’s performance, as the
algorithm depends on the time of reception of synchronization
signals. We propose a modification to DPLL that compensates
for the effects of both phenomena. Furthermore, we adapt
DPLL to function properly under SC-FDMA, which is a
requirement specified by the 3rd Generation Partnership Project
(3GPP) for D2D applications and proximity services [11].
Finally, we introduce new performance metrics to evaluate
the merit of those modifications. Through our physical-layer
simulations, we demonstrate that time synchronization in a
decentralized D2D setting is achievable under the constraints
specified by 3GPP [11] for future 5G networks.

The paper is structured as follows. We present the system
model in Section II and the background on DPLL in Section
III. The proposed modifications to the DPLL algorithm are
discussed in Section IV. The new performance metrics along
with results are presented in Section V. Finally, Section VI
concludes the paper.

II. SYSTEM MODEL

We consider a network of M wireless devices, or nodes,
indexed with i ∈ {1, 2, ...,M}. Each node can communicate
with the other nodes via wideband multipath fading radio
channels. All nodes use the same synchronization algorithm,
but apart from that, they have no a priori information about
the rest of the nodes.

A. Discrete Clock Model
We assume that each node i has a physical clock ti, which

is modeled as a linear function of the universal time t:

ti(t) = αit+ θi (1)

where θi and αi are the clock phase and the clock skew [8],
respectively. This paper focuses on skew-synchronized clocks,
i.e., αi = 1, ∀i. For the purpose of synchronization, each node
maintains a discrete logical clock ti[ν], which is obtained by
sampling (1) with a period T0:

ti[ν] = ti(νT0) = νT0 + θi (2)

where ν ∈ Z is the tick index and T0 the clock period.
A graphical representation of a pair of discrete clocks in

different synchronicity states is depicted in Fig. 1. We consider
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Fig. 1: Graphical representation of synchronous and asyn-
chronous discrete clocks. Each vertical arrow represents a
clock tick at the associated time index.

two clocks i and j to be synchronized if their successive clock
ticks are aligned with one another (note that the tick indices
may be different). That is, if there exists an l ∈ Z such that
ti[ν] = tj [ν + l]. This condition can be rewritten using the
modulo of the clock phases: (θi)T0

= (θj)T0
. We can then

assume without loss of generality that θi lies within [0, T0).

B. Signal Transmission

Nodes broadcast an identical synchronization sequence
s[n] ∈ C of length N at their respective clock ticks. Prior to
broadcasting, this sequence is mapped into an analog baseband
signal by means of digital-to-analog (DAC) conversion at the
rate 1/Ts with Ts being the sampling period (we assume that
NTs � T0). The analog equivalent of s[n] can be expressed
as:

x(t) =
N−1∑
n=0

s[n] p(t− nTs) (3)

A common choice for p(t), and the one used in this paper, is
the root raised cosine pulse [12].

We can now write the analog baseband synchronization
signal transmitted by node i on its ν th clock tick:

xi(t) = x(t−ti[ν]) (4)

This signal is then upconverted to node i’s carrier frequency
fi prior to being broadcasted:

x̃i(t) = xi(t)e
j2πfit (5)

C. Received Signal

Signal transmission from node i to node j occurs over a
wideband multipath channel with impulse response:

hij(t) =
∑
p

ρij,p δ(t−τij,p) (6)

where ρij,p ∈ C, τij,p > 0 are the complex amplitude
and propagation delay, respectively, associated with the pth

resolvable path, and δ(t) is the Dirac delta function.
Since all nodes broadcast x̃i(t) at every local clock tick,

node j receives a superposition of the synchronization signals
from all nodes i �= j once per clock period T0. After reception,

node j downconverts this signal from RF to baseband. The
downconverted signal over a period T0 can be written as:

yj(t)=
∑
i,i �=j

∑
p

ρij,p xi(t−τij,p)ej2πfi(t−τij,p)e− j2πfjt+wj(t)

=
∑
i,i �=j

∑
p

ρij,p x(t−τij,p −ti[ν])ej2πΔfijt + wj(t) (7)

where Δfij = fi −fj is the CFO between nodes i and j,
and wj(t) is an additive noise term. Note that in (7), the

complex factor e− j2πfiτij,p is absorbed into ρij,p with no loss
of generality. Finally, yj(t) is sampled at a rate 1/Ts with
respect to the local clock to obtain:

yj [k] = yj(kTs + tj [ν])

=
∑
i,i �=j

∑
p

ρij,p x(kTs −τij,p −Δθij)e
j 2πN Δλijk+wj [k]

(8)

where Δθij = θi − θj is the phase difference between trans-
mitting node i and receiving node j, wj [k] denotes the noise
term after sampling and bandpass filtering, and Δλij =
NΔfij/Fs corresponds to the normalized CFO. The exact
bounds on k are not rigid, as long as k runs over the equivalent
of T0

Ts
samples, assuming that FsT0 ∈ Z. In this sampling

scheme, k = 0 corresponds in time to the local clock tick.
Using the bounds − FsT0

2 ≤ k < FsT0

2 allows the local clock
tick to be positioned in the centre of the sampling window.
This reduces edge effects that may arise from processing yj [k].

D. Problem Statement

Given the received signals in (8), our goal is to devise
an effective synchronization algorithm that would allow all
clocks in the network to achieve similar values of θj [ν], i.e.,
limν→∞ θj [ν] ≈ θ0, where θ0 is a common phase, for all
nodes j. For the purpose of practical applications in future 5G
networks, this algorithm should be robust against the effects
of CFO, propagation delay, and multipath propagation. In
addition, its behaviour under SC-FDMA and analog-digital
conversions should be well understood due to 5G require-
ments [11].

III. BACKGROUND

The DPLL algorithm allows multiple nodes to achieve
synchronization by broadcasting a synchronization signal at
each clock tick [10]. However, DPLL requires an accurate
estimation of the reception time of the signals. Both the
DPLL algorithm and reception time estimation are discussed
below. To simplify this discussion, we temporarily assume
that the nodes communicate over flat fading channels with no
propagation delays; multipath channels and propagation delays
are reintroduced later.

A. Distributed Phase-Locked-Loops

Node i broadcasts its ν th synchronization signal on clock
tick ti[ν]; this signal is received by node j at time t′ij [ν].
Node j computes the weighted average of the time differences
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between its clock and the time of reception of the other nodes’
synchronization signals, as expressed by:

Δtj [ν] =
∑
i,i �=j

αij (t
′
ij [ν]− tj [ν]) (9)

where αij > 0 are the weights of this average, with the
restriction that

∑
i,i �=j αij = 1. In the absence of propagation

delays, which is the underlying assumption in [4, 9, 10], t′ij [ν]
corresponds to the emission time of node i’s pulse. In such
a case, t′ij [ν] = ti[ν], and the quantity Δtj [ν] becomes a
weighted average of the nodes’ phase offsets:

Δtj [ν] =
∑
i,i �=j

αij Δθij [ν] (10)

It is used to correct the next clock tick:

tj [ν + 1] = tj [ν] + T0 + εΔtj [ν] (11)

which is equivalent to updating the clock phase [10]:

θj [ν + 1] = θj [ν] + εΔtj [ν] (12)

where 0 < ε ≤ 1 scales the correction. Using this approach,
all clocks will eventually converge to a common phase value
θ0 in the absence of propagation delays [9, 10]. In practice,
node j does not have access to θj , as it is the offset with
respect to the unknown universal time. An implementation of
DPLL must therefore use the update rule in (11).

B. Time of Reception Estimation

Following [2, 4], a simplified model is used here for the
transmission/reception of the synchronization signals. Specif-
ically, instead of considering the transmission of the analog
signal x(t) in (3), we consider an equivalent discrete-time
model that involves the transmission of a discrete sequence
s[n], where n is the discrete time index at the rate Fs.

We define s̃ij [n] as the sequence received by node j when
node i transmits s[n] over a flat fading channel hij ∈ C.
The equation that describes s̃ij [n] shares many similarities
with (7):

s̃ij [n] = hij s[n−qij ]ej 2πN κijn (13)

where qij , κij ∈ Z are the discrete phase and carrier frequency
offsets between nodes j and i, respectively [4]. They are the
discrete homologues of Δθij and Δλij in (8). In this case,
qij is directly related to the continuous phase offset via the
following equation:

qij ≈ 1

Ts
Δθij (14)

We are interested in estimating qij from the received s̃ij [n].

Zadoff-Chu (ZC) sequences are often used for synchro-
nization purposes due to their attractive cyclical correlation
properties. The odd length-N ZC sequence with non-zero
integer root index u is defined as [13]:

zu[n] = e−jπun(n+1)/N , N odd (15)

An approach to estimate qij in the presence of CFO was in-
troduced in [2]. It uses a length-2N synchronization sequence

built by concatenating two different length-N ZC sequences:

s[n] =

⎧⎪⎨⎪⎩
z-u[n+N ] −N ≤ n < 0

zu[n] 0 ≤ n < N

0 otherwise

(16)

For the remainder of this discussion, we will use z− and z+
as shorthands for z-u and zu, respectively.

Before we continue, it should be mentioned that a major
caveat to this approach is that the properties of ZC sequences
are defined through circular correlations, but in practical appli-
cations, only linear correlations can be performed. The linear
correlation for bounded sequences x[n] and y[n] is defined as:

Rxy[l] =
∑
n∈Z

y[n]x∗[n+ l] (17)

In our case, the linear correlation of s[n] with any ZC
sequence does not correspond to a circular correlation. This
point is not raised in [4]. Nevertheless, we verified numerically
that the properties of ZC sequences carry well when using
linear correlations. For that reason, for the remainder of this
paper, we use the linear cross-correlation and assume that the
properties of ZC sequences carry over to linear correlations.

The magnitude of Rs̃z±
[l], the cross-correlation of s̃ij [n]

with either z− or z+, yields a clearly defined peak at �-
ij or

�+
ij , respectively [3]:

�±
ij = qij ∓ κij

u
+m± (18)

where m+ = N −1
2 and m− = − N −1

2 −1 are the offsets of z±
with respect to the center of s[n]. This equation stems from the
properties of ZC sequences and their interaction with CFO in
cross-correlation [3, 4, 13]. Such peaks are clearly identifiable
due to the weak interaction between z+ and z− [2].

In a multi-user setting, node j receives the superposition of
the broadcasted signals s̃ij [n] from all transmitting nodes i:

yj [n] =
∑
i,i �=j

hijs[n−qij ]ej 2πN κijn + wj [n] (19)

Cross-correlating this signal with z+ and z− yields multiple
peaks located at lags �±ij , one peak for each transmitting node i.
Let q̂j± be the estimate of qj± defined as the weighted average
of the lags l using the magnitude of the cross-correlation
Ryjz±

[l] as the weighting sequence:

q̂j± �
∑

l l |Ryjz±
[l]|γ∑

l |Ryjz±
[l]|γ (20)

where γ ≥ 1. Since the terms that correspond to the peaks
located at �±

ij dominate the rest of the terms, we can approx-
imate (20) by considering only those terms [4]:

q̂j± ≈
∑

l l |hijN δ[l−�±
ij ]|γ∑

l |hijN δ[l−�±
ij ]|γ

=
∑
i,i �=j

αij

(
qij ∓ κij

u
+m±

)
(21)
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where αij are the weights of this average, defined as:

αij =
|hij |γ∑

i,i �=j |hij |γ (22)

By taking a biased average between the two estimations q̂j-

and q̂j+, it is possible to recover an unbiased weighted average
of qij :

q̂j =
1

2
(q̂i- + q̂i+) +

1

2
≈

∑
i,i �=j

αijqij (23)

An estimation Δ̂tj [ν] = Tsq̂j can then be obtained from the
discrete estimate q̂j by using (14). Applying the clock-update
equation found in (12) with this estimation of Δtj [ν] leads to
converging clock phases in the presence of strong CFO [4].

IV. PROPOSED DPLL ALGORITHM MODIFICATIONS

The previously described DPLL algorithm works well for
dense networks [4, 10], where propagation delays and wide-
band multipath propagation can safely be ignored. When they
are significant enough, nodes may be prevented from achieving
time synchronization. In this section, we investigate how
these aspects, including analog-digital conversions, affect the
performance of the DPLL algorithm, and propose appropriate
modifications. We also examine the viability of DPLL when
used in conjunction with SC-FDMA.

A. Analog-to-digital Conversion

As described in Sec. II, node i passes the sequence s[n]
through a DAC to obtain the signal xi(t), which is then up-
converted and broadcasted. The receiving node j first samples
the received signal via an analog-to-digital converter (ADC).
Ideally, the sampling times should coincide with the main
peaks of the shaping pulses in x(t), but in the presence of
a timing offset, they will likely be misaligned, leading to
inter-symbol interference (ISI). In such a case, the output of
an ideal ADC is a linear combination of yj [n] with time-
shifted copies of itself [12], i.e., a smeared version of yj [n].
Note that we are not concerned with yj [n] itself but instead
with its cross-correlation with z±[n]. Since correlations are
linear operations, the smearing of the input transfers to the
output: misaligned sampling causes smearing of the peaks in
|Ryj [n]z±[l]|. Luckily, the algorithm is largely unaffected by
this due to the weighted-average nature of the time of reception
estimation.

Indeed, we numerically verified that the algorithm described
in the previous section can be used with discrete time signals
sampled from the received analog signals, with minor negative
impact on the quality of the synchronization.

B. Propagation Delay and Drift Compensation

Let τij > 0 be the propagation delay between nodes i
and j. Equation (10) is no longer accurate, as the reception
time of the synchronization signal does not correspond to its

transmission time. In this case, we have t′ij [ν] = ti[ν] + τij
and (10) becomes [10]:

Δtj [ν] =
∑
i,i �=j

αij (ti[ν] + τij − tj [ν])

=
∑
i,i �=j

αijΔθij [ν] +
∑
i,i �=j

αijτij

= Δθj [ν] + τ j (24)

Here, τ j depends only on the weights αij in (22), themselves
only dependent on the channels, which we assume to be
time-invariant. When we apply the DPLL algorithm in the
presence of propagation delays, two regimes can be identified:
the transient regime (τ j � Δθj [ν]), where the node’s phases

start to converge, and the drift regime (τ j ≈ Δθj [ν]), where
the phases of the nodes drift forward over time. These regimes
are illustrated in Fig. 2.

The presence of the drift regime is due to the bias term τ j
in (24), which would be zero in the absence of propagation
delays. To compensate for the drift, we replace the regular
correction Δtj [ν] in the clock update equation (12) by

ΔΓj [ν] = Δtj [ν]− 1

Q

ν∑
k=ν−Q

Δtj [k]

= Δtj [ν]− τ j − 1

Q

ν∑
k=ν−Q

Δθj [k] (25)

In ΔΓj [ν] we remove from Δtj [ν] an estimate of the bias
obtained from the last Q values of Δtj [ν]. In practice, ΔΓj [ν]

is obtained using the estimated correction Δ̂tj [ν], as the true
quantity Δtj [ν] is unavailable during synchronization.

Clearly, (25) removes accurately the bias τ j only if Δθj [ν]
vanishes after averaging, which is not the case in either regime.
If drift compensation is attempted during the transient regime,
it fails to properly correct for τ j as τ j � Δθj [ν] since

the contribution of Δθj [ν] dwarfs the contribution from τ j .
This compensation should only be employed during the drift

0 5 10 15 20 25
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Fig. 2: Evolution of the phases θi[ν] of multiple interact-
ing nodes i, each applying the DPLL algorithm described
in Sec. III-A. Each curve corresponds to a node’s phase
evolution. Each node starts at different times. See Sec. V
for simulation setup.
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regime, where τ j ≈ Δθj [ν]. Therefore, the current regime
must be determined before applying (25).

We have observed that the correction terms Δtj [ν] have
a significantly smaller variance in the drift regime than the
transient regime. This is due to the reduction in magnitude of
Δθj as iterations progress. Let σQ,i[ν] be the empirical stan-
dard deviation of Δtj [ν] over the last Q estimates, i.e., σQ,i[ν]
is computed using the samples with index {ν, ..., ν −Q}. We
consider a node to be in the drift regime if σQ,i[ν] is below
some threshold σmax which can be estimated empirically.

Note that (25) corresponds to a simple highpass filter with

impulse response
{

Q−1
Q , −1

Q , ... , −1
Q

}
. Since we are trying

to remove a constant term from (24), a more sophisticated
highpass filter with a deep notch at frequency zero could be
thought of as a better solution. Our testing showed that popular
choices for highpass filters (elliptic, FIR Remez, etc.) did not
produce satisfactory results. This is likely caused by the large
magnitude of their taps of such filters coupled with the strong
feedback between the nodes as they apply DPLL.

C. Effect of Wideband Multipath Propagation
In practical applications, channels are characterized by a

discrete multipath channel response:

hij [n] =
∑
p

ρij,p δ[n−qij,p] (26)

where ρij,p ∈ C and qij,p ∈ Z are the amplitude and delay, re-
spectively, associated with the pth path between nodes j and i,
and δ[n] is the Kronecker delta function. The estimation
method in (20) approximated the cross-correlation Ryjz± [l] by
only considering the most prominent peaks. In the presence of
multipath propagation, each node i contributes one peak for
each path p. We denote those peaks’ locations in the cross-
correlation as �±ij,p:

�±ij,p = �±ij + qij,p (27)

where �±ij is defined in (18). Akin to (20), the weighted
average of the cross-correlation can be approximated by only
considering the peaks:

q̂j± =

∑
l l |Ryjz±

[l]|γ∑
l |Ryjz±

[l]|γ

≈
∑

l l |ρij,pN δ[l−�±ij,p]|γ∑
l |ρij,pN δ[l−�±ij,p]|γ

=
∑
i

i �=j

αij

(
qij ∓ κij

u
+m±

)
+
∑
p,i
i �=j

aij,p qij,p (28)

where αij =
∑

p |ρij,p|γ
∑

p,ii �=j |ρij,p|γ and aij,p =
|ρij,p|γ∑

p,i,i �=j |ρij,p|γ can

be understood as pair-specific and path-specific weights.
Note that the second term in (28) depends on the paths and

the topology of the network, which we assume to be static
over time. Taking a biased average of q̂i+ and q̂i− yields:

q̂j =
1

2
(q̂i+ + q̂i−) +

1

2
≈

∑
i,i �=j

αij qij +
∑
p,i
i �=j

aij,p qij,p

= Δqj + qP,j (29)

This is similar to the result in (20), with an additional bias

term qP,j . The estimation Δ̂tj [ν] becomes:

Δ̂tj [ν] ≈ Tsq̂j = Δθj + TsqP,j (30)

This equation has the same form as (24). We conclude that
the impact of multipath propagation is no different from
that of simple propagation delay. Therefore, the effects of
multipath propagation should be properly corrected by the drift
compensation algorithm described in the previous section.

D. Use of SC-FDMA

According to 3GPP standards, D2D networks should use
SC-FDMA as their multiple access scheme. In SC-FDMA,
the length-Ns sequence s[n] is modulated to the length-Nc

sequence c[m] through the transformation:

c[m] = IDFTNc

⎛⎝01×ai

Sk

01×bi

⎞⎠ (31)

where Sk = DFTNs(s[n]), ai is the mapping offset, and bi =
Nc −Ns −ai is the rest of the zero padding. The mapping offset
ai is assigned to each node i, and allows the nodes to transmit
their signals on a different set of subcarriers. For the remainder
of this discussion, we assume that both Nc and ai are integer
multiples of Ns.

During initial synchronization in a D2D network, the map-
ping offset ai is unknown at the receiving node j. Therefore
s[n] cannot be retrieved through conventional SC-FDMA. To
recover s[n], we first look at the expanded form of c[m]:

c[m]=
1

Nc
ejπ

m
Nc

(2ai+Ns−1)
Ns−1∑
n=0

s[n] sincl(n− m
L ) e−jπn(1− 1

Ns
)

(32)

where sincl(n) =

{
Ns n = 0
sin(πn)
sin( π

Ns
n) otherwise

and L is such that Nc = LNs, L ∈ N. Here, c[m] can
be thought of as an interpolated, frequency-shifted version
of s[n], with interpolating function the sinc-like function
sincl(m). Downsampling c[m] by a factor of L can directly
recover a replica of s[n], barring for the complex exponential
factors. These exponentials affect DPLL in an equivalent
manner to a CFO; since the DPLL algorithm we use is CFO-
robust, the presence of these exponentials is inconsequential.

The CFO-robust DPLL algorithm described in the previous
sections can be easily adapted to the presence of SC-FDMA.
Indeed, using an L-decimation at the receiver yields a signal
of the same form as (19), that is, a linear superposition of the
different synchronization signals, multiplied by the CFO-like
complex exponentials. Akin to the discussion in Sec. IV-A,
downsampling an interpolated sequence with some misalign-
ment due to propagation delay causes ISI. The presence of
ISI does not affect the performance significantly due to the
weighted average nature of the time of reception estimation.

V. NUMERICAL RESULTS

The proposed modifications to the DPLL algorithm were
implemented and tested using numerical simulations. In this
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section, we first introduce new metrics to evaluate the per-
formance of the synchronization algorithm, and then present
our simulation results which highlight the impact of the
modifications proposed in the previous section.

A. Performance Metrics
Several metrics can be used to evaluate the convergence

of a synchronization algorithm, a common choice being the
standard deviation of the phases θj . However, it does not
directly reflect each node’s capacity to communicate after syn-
chronization. For this task, we define the communication ratio
as the fraction of the number of usable links in the network.
The utilization of cyclic prefixes (CPs) and cyclic suffixes
(CSs) enables wireless devices to tolerate some forward or
backward lag between the expected and actual reception time
of a signal. Let Oij be the overall time offset between
receiving node j and transmitting node i:

Oij = Δθij + τij,b (33)

where Δθij is the previously defined phase offset and τij,b is
the delay of the path having the highest magnitude across all
paths p: b = argmaxp |ρij,p|. Furthermore, let tp and ts be the
respective duration of the CP and CS. A pair of nodes can be
considered able to communicate if their overall time offsets
are within the bounds prescribed by tp and ts. Let the link
quality Cij be the bidirectional usability of the link between
nodes i and j:

Cij =

{
1 −ts ≤ Oij , Oji < tp
0 otherwise

(34)

The communication ratio C can then be used to evaluate
the synchronization state of the whole network. It is defined
as the fraction of all non-zero Cij’s:

C =

∑
i<j Cij

1
2 (M

2 −M)
(35)

This quantity represents the fraction of all usable link pairs in
the system, and can therefore be used to evaluate the overall
quality of the synchronization.

An easy way to determine the stability of the network’s
synchronization is to look at the evolution of the clock phase
θj [ν] after the system reaches the drift regime. As an example,

t

εΔtj [0]0th adjustment window

tj [0]
t′j [0]

T0
2

T0
2

Δtj [0]

tj [1]
t′j [1]

T0
2

−εΔtj [0]
T0
2

Δtj [1]

Fig. 3: Graphical representation of the time of reception and
transmission of the synchronization signals. Here, node j’s
signal is represented with the thick arrow, and corresponds
to tj [ν]. The various reception times t′ij [ν] are represented
with the smaller arrows, and their average by a solid line
labelled with t′j [ν] =

∑
i,i �=j αijt

′
ij [ν].

Clock period T0 3.26 ms

Clock phase θi Uniform ∈ [0, 1)
Correction scaling ε 0.5

DC filter length Q 6

Weighting parameter γ 2

SC-FDMA length L 8

SC-FDMA offset ai Uniform ∈ [0, L−1)
ZC length N 31

TABLE I: Summary of algorithm parameters.

if we look at Fig. 2, we are interested in the values of θj [ν]
once all nodes have entered the drift regime. Let βj be the
slope of θj [ν] over the last B samples of θj [ν], counting down
from the end of a simulation. Ideally, this slope should be
zero. If, however, drift exists, having the same drift rate can
be sufficient for communication, as the phase offset would
remain the same over time. The drift can be characterized by
β and σ2

β , which are the arithmetic mean and variance of the
slopes across all nodes, respectively:

• |β|: The absolute value of β represents the significance
of the overall network drift. A large value points at a
systematic error in the synchronization algorithm.

• σ2
β : Represents the spread of the drift across all nodes.

The higher the value, the more dissimilar the individual
node drifts βj are.

The slope βj will be expressed in milliseconds per second.

B. Results

The simulations described here were performed using
Python and it’s associated numpy/scipy libraries. The simu-
lations were done at the physical layer using the technical
specifications for LTE Advanced D2D proximity services [11].
These include the pathloss model, probability of line-of-
sight (LOS) between nodes, shadowing, multipath parameters,
thermal noise power, transmission power, spatial distribution,
and others, with one exception: [11] stipulates an average
node velocity of 3m/s, but was omitted for this work, as we
consider static networks.

The algorithm presented in this work also involved several
parameters. The values for these parameters are presented
in Table I, and were empirically determined to be good
compromises between computational load, realism, and quality
of synchronization.

In order to limit our focus to the aspects described in
the previous sections, we consider full duplex transmission.
However, the algorithm presented is still applicable to the
half duplex case by using, for example, the scheme in [14].
The full-duplex assumption allows us to obtain results that are
independent of a particular half-duplex solution.

DC SC Cavg Cstd |β|avg σ2
β,avg

- - 0.378 0.102 0.323 0.0134

� - 0.641 0.108 0.00657 5.65e-05

� � 0.63 0.106 0.00712 9.17e-05

TABLE II: Performance metrics for different situations. DC
stands for Drift Compensation, and SC for SC-FDMA.
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The simulation proceeds as follows. Each network node
applies the synchronization algorithm locally, independently
of other nodes. The synchronization process is divided into
time windows that are roughly T0 wide, called adjustment
windows, which are depicted in Fig. 3. In each window,
the node broadcasts its synchronization signal once while
listening for incoming synchronization signals. The received
signal during an adjustment window corresponds to yj [k],
defined in (8), from which the clock phase is updated using

the estimation Δ̂tj [ν]. This updated clock then affects the time
of transmission of the next synchronization signal, and also
affects the location and length of the next adjustment window.

We now investigate the impact of our algorithm modifi-
cations using numerical simulations. We consider three sets
of 1500 simulations with randomized initial values. The per-
formance metrics of each simulation within a set were then
averaged together, and can be found in Table II.

The drift compensation (DC) algorithm had a very positive
impact on both the drift magnitude |β| and the drift spread
σ2
β , when compared to the unmodified algorithm described

in [4]. It also had significantly higher synchronization quality,
as demonstrated by the increase of the average communication
ratio Cavg and the reduction in its standard deviation Cstd. Due
to its ability to prevent clock drift, SC-FDMA was studied in
simulations were DC was concurrently enabled.

SC-FDMA had a slight effect on the synchronization qual-
ity, with a small reduction in both Cavg and Cstd. Even so, SC-
FDMA does not substantially impair the network’s capacity to
synchronize, and can therefore be used safely in conjunction
with DPLL.

0.0
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×
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) No DC
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 (
×
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Fig. 4: Time evolution of θi[n] with different DC filter length.
Unlike the rest of the results, the simulations presented in
these graphs had a clock period of T0 = 120μs, to give a
better visual effect for the reader.

To highlight the dramatic impact of the DC algorithm,
we re-ran the synchronization simulation depicted Fig. 2, but
this time with the DC algorithm enabled; this is presented
on Fig. 4. Note that the simulations depicted in Fig. 4 used the
same initialization values, including the same noise samples.
Clearly, the DC was successful in stopping the drift and
stabilizing the clock phases: the mean slope |β| for the Q = 7

simulation is 0.08ms
s , while the mean slope for the Q = 14

simulation is 0.07ms
s . This is a clear improvement to the mean

slope of 0.52ms
s found in Fig. 2. It should be explicit from the

figure that having a longer filter length Q leads to a delayed
compensation of the drift, which in turn often results in a
poorer synchronization quality, as the clock phases θi[ν] are
more spread out. We determined empirically that a filter length
of Q = 6, used for the results presented in Table II, yielded
both good stability and good synchronization quality.

VI. CONCLUSION

This work examined several limitations and aspects that
affect a fully distributed synchronization algorithm under con-
straints specified by 3GPP for D2D applications. Traditional
DPLL is not viable in the presence of multipath propagation
and significant propagation delays. We demonstrated through
numerical simulations using newly designed performance met-
rics that our modifications to DPLL algorithm proposed in [4]
are viable. In particular, the effects of propogation delays and
multipath propagation were properly compensated by the DC
algorithm. We further demonstrated that the synchronization
algorithm could easily be adapted for SC-FDMA.
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