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the two, pulse-coupled synchronization is preferable at the
initialization stage of D2D networks, especially for out-of-
coverage scenarios. Indeed, packet demodulation is not pos-
sible during initial network deployment due to asynchronous
clocks, whereas pulse-based synchronization at the physical
(PHY) level can achieve frame synchronization with high
precision while offering scalability [7].

Distributed phase-locked loops (DPLLs) [6], the most
popular implementation of pulse-coupled synchronization,
offers a promising solution for distributed networks, but
it remains sensitive to propagation delays. In the liter-
ature, several studies on pulse-coupled distributed clock
synchronization have focused on only minimizing clock
errors due to random clock initializations (i.e., clock phase
difference) or physical variations in the crystal oscillator
(i.e., clock skew), which result in timing offset (TO) and
carrier frequency offset (CFO). For example in [4], joint
time and frequency synchronization for distributed networks
is proposed, however, propagation delays are not considered.
The convergence of clock skew and clock phase offset
is investigated in [5] but environmental factors, such as
radio propagation delays and changes in the number of
connected devices, are not taken into consideration. It is
known that multipath propagation creates ambiguity in the
timing measurements that also severely degrades TO [8].
Consequently, mismatches in frame timing and collisions in
data packets may occur which result in throughput reduction
[10]. Thus, a clock synchronization algorithm must consider
both clock imperfections and environmental factors to ensure
reliable operation, i.e., that all devices can join the network
arbitrarily and remain synchronized over time.

The duplexing mode (i.e., full-duplex versus half-duplex)
is another important consideration in the design of a clock
synchronization scheme, especially in multipath environ-
ments. In many works, e.g., [4], [8], clock synchronization is
investigated under the assumption of full-duplex communi-
cations; however, full-duplex is not yet a mature technology
especially at the device side. In [11], [12], half-duplex
communication is considered by constantly and randomly
changing the transceiver mode of each device. Although
these approaches ensure synchronization in the absence of
propagation delays, we have observed that randomly chang-
ing the transceiver mode during synchronization introduces
random perturbations to the local clocks especially in the
case of propagation delays.

Abstract—Clock synchronization is a fundamental problem 
in distributed device-to-device (D2D) communications as envi-
sioned in fifth g eneration ( 5G) w ireless n etworks. To achieve 
synchronization, especially in out-of-coverage scenarios where 
no common reference point is available, devices can use 
distributed phase-locked loops (DPLLs). Although DPLLs pro-
vide accurate synchronization in ideal conditions, i.e., additive 
noise channel without propagation delays, dispersive multipath 
channels may significantly d egrade t he s ynchronization per-
formance. The choice of duplexing mode (full-duplex or half-
duplex) also affects greatly the performance of a distributed 
synchronization scheme. Since full-duplexing is not yet a 
practical technology at the device side, in this work we consider 
distributed synchronization under the realistic assumption of 
half-duplex communication over multipath channels. We first 
present a new synchronization algorithm that allows devices to 
self-determine their transceiver mode, and then, we introduce 
a modified D PLL a lgorithm b ased o n i terative propagation 
delay estimation to improve synchronization performance. Nu-
merical results show that when using the proposed algorithms, 
devices can achieve a steady-state timing error on the order 
of 1µs while allowing them to arbitrarily join or leave the 
synchronization process.

I. INTRODUCTION

For reliable data transmissions, all entities in a com-
munication network must become synchronized and re-
main in this state as long as they operate. In conventional
wireless cellular networks, base stations (BSs) or access
points broadcast a synchronization beacon to all devices
in the network; hence, the devices can synchronize their
clock to a common reference time. However, in distributed
systems such as device-to-device (D2D) networks, where
communication links are peer-to-peer, no common reference
time is available to synchronize the devices [1]. Thus, in
out-of-coverage scenarios where the devices cannot connect
to BSs, as envisaged for the fifth g eneration ( 5G) cellular
networks [2], devices should use distributed synchronization
algorithms when D2D connections are established [3].

A detailed overview of distributed synchronization in
wireless networks is presented in [6], where synchronization
techniques are divided into two different classes, namely:
packet-based and pulse-based (or pulse-coupled). Comparing
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In this paper we focus on pulse-coupled synchronization
for D2D communications over multipath channels. First, we
propose a simple yet effective half-duplex synchronization
algorithm which enables devices to independently determine
their transceiver mode in an orderly manner. Second, we
introduce a modified DPLL clock update rule based on iter-
ative propagation delay estimation to mitigate synchroniza-
tion errors. When combined, these two approaches enable
accurate and reliable synchronization under realistic multi-
path propagation conditions, while allowing scalability and
robustness to perturbations in the network as demonstrated
by simulation-based studies.

II. SYSTEM MODEL AND PROBLEM STATEMENT

A. Network Setup and Clock Model

We consider out-of-coverage clock synchronization in a
D2D network comprising K wireless devices indexed by
i ∈ {1, ...,K}, where devices may join or leave the network
at any time. Following [6], the physical clock time of the
ith device can be modeled as ti(t) = αit+θi, where t is the
universal time, αi is the clock skew and θi ∈ [0, T0) is the
clock phase. In this work, we assume for simplicity that αi =
1, although generalizations are possible. A discrete logical
clock is obtained by uniformly sampling the physical clock
at times t = νT0, i.e., ti[ν] = νT0+θi, where T0 is the clock
period and ν ∈ Z is the discrete-time index. We refer to time
ti[ν] as the νth clock tick of the ith device, where the clock
tick differences between the devices create a TO between the
ith and the jth device, ∆tij [ν] = ti[ν]− tj [ν]. Furthermore,
it is convenient to partition the universal time axis into a
sequence of non-overlapping time slots [νT0, (ν+ 1)T0), so
that each time slot contains a unique clock tick ti[ν] from
each device.

B. Signal Model

We consider a half-duplex communication scenario, in
which at each clock tick, a device is either transmitting
or receiving as illustrated in Fig. 1. We denote by Tν and
Rν the sets containing the indices of the transmitting and
receiving devices at the νth clock tick, respectively.

Fig. 1. Illustration of signaling for distributed pulse-coupled half-duplex
synchronization. The figure shows the sequence of clock ticks of two
devices relative to the universal time t. Here, during the νth time slot,
device 1 acts as a transmitter while device 2 is a receiver, where they are
denoted by TX and RX, respectively.

At the νth tick of its own clock, a device i ∈ Tν broadcasts
a synchronization signal x(t− ti[ν]), where

x(t) =

Ns−1∑
n=0

s[n]g(t− nTp). (1)

In (1), s[n] ∈ C is a synchronization sequence of length
Ns, g(t) ∈ R is a unit-energy baseband pulse, and Tp is the
pulse spacing assumed to satisfy NsTp � T0. A common
approach (that we also follow in this work) is to construct
the synchronization signal using Zadoff-Chu (ZC) sequences
[13]. As it was shown in [4], in the presence of TO and
CFO it is beneficial to form s[n] by concatenating two ZC
sequences of length N having a root index u of the opposite
sign. That is:

s[n] =

{
e−j πN u(n−N)2 , 0 ≤ n ≤ N − 1

e j πN un
2

, N ≤ n ≤ 2N − 1
(2)

in which case, Ns = 2N in (1) and j =
√
−1. This s[n]

yields a synchronization signal x(t) whose discrete-time
equivalent (obtained by sampling at a period Ts) has two
parts: x−[k] corresponding to the ZC sequence with the
root index −u, followed by x+[k] corresponding to the ZC
sequence with the root index +u. Akin to [4], we set u = 1
for all devices.

Prior to transmission, the synchronization signal from
the ith device is upconverted to passband using a carrier
frequency fi, yielding x̃i(t, ν) = x(t − ti[ν])e j2πfit. In
practice, the carrier frequency used by different devices may
be slightly different, which leads to CFO as discussed later.

A device j ∈ Rν listens for the broadcasted synchroniza-
tion signals for one clock period, [tj [ν]−T0/2, tj [ν]+T0/2),
centered at tj [ν], called the detection period (see Fig. 1). The
received passband signal is given by

ỹj(t) =
∑

η∈{ν,ν±1}

∑
i∈Tη

x̃i(t, η) ∗ hij(t) + wj(t) (3)

where hij(t) denotes the impulse response of the wireless
channel between the ith and jth device, ∗ denotes convolu-
tion and wj(t) is an additive noise term. A multipath model
is assumed between any two devices, that is:

hij(t) =
P∑
p=1

ρijpδ(t− τijp) (4)

where p is the path index, P is the number of resolvable
paths (assumed to be the same for all pairs (i, j), for
simplicity), ρijp ∈ C and τijp ∈ R+ are the complex gain
and propagation delay of the pth path, respectively, and δ(·)
the Dirac delta function. We note that the received signal
ỹj(t) in (3) may contain contributions from synchronization
signals transmitted not only during the νth time slot but
also during the (ν − 1)th and (ν + 1)th slots. This is
because the detection period may partially overlap with these
intervals as its starting position depends on the clock phase
θj within the νth time slot. However, signal contributions
from the (ν + 2)th time slot and beyond cannot be detected
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as the detection period even with the maximum θj cannot
reach further than one time slot. In addition, considering
the channel delay spread and propagation delays, which are
assumed to be much smaller than T0, the detection period
cannot have signal contributions from the (ν − 2)th time
slot and earlier either. Hence, the outer summation in (3)
needs to account for only those contributing intervals, i.e.,
η ∈ {ν − 1, ν, ν + 1}.

After downconversion with the local carrier frequency
fj , (3) is sampled at time instances kTs with Ts being
the sampling period. The resulting baseband discrete-time
signal, which is truncated over the time interval [tj [ν] −
T0

2 , tj [ν] + T0

2

)
, is

yj [k; ν] =yj(kTs + tj [ν])

=
∑

η∈{ν,ν±1}

∑
i∈Tη

P∑
p=1

ρijpx(kTs+tj [ν]−ti[η]−τijp)

× e j2π∆fijkTs + wj [k] (5)

where ∆fij = fi − fj represents the CFO between the ith

and jth device, and wj [k] is the discrete-time noise process.
We note that the factor e−j2πfiτijp has been absorbed by
ρijp in (5) with no loss of generality.

C. DPLL Clock Update

To estimate the TO, the jth receiver device first cross-
correlates yj [k; ν] with the synchronization signals x−[k]
and x+[k] as follows:

Ryjx∓ [l; ν] =
∑
k∈Z

yj [k + l; ν]x∗∓[k] (6)

from which, two weighted averages across the lags l are
subsequently obtained [8]:

q∓j [ν] ,

∑
l l|Ryjx∓ [l; ν]|2∑
l |Ryjx∓ [l; ν]|2

. (7)

In (7), q−j [ν] yields the weighted average TO in terms of
samples, that is, if dj [ν] is the weighted average TO in
continuous-time as seen from the jth device, then q−j [ν] =

fsdj [ν], where fs = 1
Ts

is the sampling frequency. On the
other hand, q+

j [ν] is equal to the sum of the weighted average
TO and the duration of x−[k] (both expressed in terms of
samples). That is, q+

j [ν] = fs(dj [ν] +NTp) due to the con-
catenation in (2). Thus, the continuous-time equivalent of the
weighted average TO between the contributing transmitters
and the jth device is obtained from (7) as follows:

∆tj [ν] =

(
q−j [ν] + q+

j [ν]
)
Ts −NTp

2
. (8)

As shown in [4], the effect of CFO on the estimation of the
average TO is canceled by using (8).

Finally, the jth receiver device updates its clock as
dictated by DPLL [8]:

tj [ν + 1] = tj [ν] + T0 + ε∆tj [ν], ∀j ∈ Rν . (9)

where ε ∈ (0, 1] is a scaling term. The devices that are
operating as transmitters only advance their clock by T0 as
follows:

ti[ν + 1] = ti[ν] + T0, ∀i ∈ Tν . (10)

D. Problem Statement

From the signal model given in (5), ∆tj [ν] in (8) has the
form of a weighted average TO:

∆tj [ν] ≈
∑

(η,i,p)∈Dνj

µijp(ti[η]− tj [ν] + τijp) (11)

=
∑

(η,i,p)∈Dνj

µijp
(
(η−ν)T0 + θi−θj

)
︸ ︷︷ ︸

∆tj [ν]

+
∑

(η,i,p)∈Dνj

µijpτijp

︸ ︷︷ ︸
τj [ν]

where Dνj =
{

(η, i, p) ∈
⋃ν+1
η=ν−1{η} × Tη × N : |ti[η] −

tj [ν] + τijp| ≤ T0

2

}
is the set of transmitter devices con-

tributing to the signal received during the detection period
centered at the νth clock tick of the jth receiving device.
Furthermore, µijp =

|ρijp|∑
(η,i,p)∈Dν

j
|ρijp| are weights given by

the normalized channel gain between the ith transmitter and
the jth receiver device. Finally, ∆tj [ν] and τj [ν] are the
weighted average of relative clock differences with respect
to the jth device and the bias due to the propagation
delays, respectively. The latter is time-varying due to new
devices joining the network as well as the half-duplex
communication scheme, and non-zero unless Dνj = ∅.

Hence, the DPLL update rule in (9) for the jth receiver
device becomes:

tj [ν+1]= tj [ν]+T0 +ε
(
∆tj [ν] + τj [ν]

)
, ∀j ∈ Rν . (12)

To achieve global synchronization within the network, we
would like to eliminate the bias τj [ν]. However, this is
equivalent to either removing the propagation delays which
is impossible, or having Dνj = ∅, ∀ν, which simply means
that there are no synchronization signals transmitted. Thus,
the objective of this work, is to minimize the effect of the
bias, in the presence of multipath transmissions and a time-
varying set Dνj that is, in general, non-empty.

III. PROPOSED METHOD

In this section, we propose a new half-duplex synchro-
nization algorithm which enables devices to determine their
transceiver mode in a fully distributed but structured manner
leading to a controlled evolution of Dνj over time. Then,
we capitalize on the latter to introduce a new propagation
delay compensation algorithm to reduce the bias, and hence,
improve the synchronization performance.

A. Alternating Transceiver Mode Algorithm

In a distributed network with half-duplex communica-
tions, the devices should choose their transceiver mode at
each clock tick individually and without any coordination.
In our proposed algorithm, when a device joins the network,
it initializes its transceiver mode randomly. Specifically, it
becomes a transmitter with probability ptr or a receiver with
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probability 1 − ptr. If a device starts as a receiver, it first
checks whether a synchronization signal is present in the
received signal. Note that the auto-correlation of two ZC
sequences with the same root index exhibits a peak value
equal to N [9]. Since unit-energy pulses are used in the
broadcasted sequences in (1), the maximum amplitude of the
auto-correlation equals the sequence length N in the case of
a noiseless flat channel. However, due to noise, multipath
fading and the superposition of multiple synchronization
signals, the peak value of (6) fluctuates around N . Thus,
we propose to use the following detection rule:

max
l

(|Ryjx∓ [l; ν]|) ≥ N/2. (13)

If such detection occurs, the device estimates the average TO
according to (6)-(8) and updates its clock as in (12). Then,
it switches its transceiver mode to become a transmitter for
the next clock tick ν + 1. However, if the device does not
detect any synchronization signal, it only advances its clock
by T0 for the (ν + 1)th clock tick, where it re-selects its
transceiver mode randomly as in the initialization stage. The
reason behind this behavior is two-fold: Noisy clock updates
due to weak signal reception are avoided and, perhaps more
importantly, the situation where all devices are either in
receiver or transmitter mode becomes highly unlikely. On the
other hand, if a device operates as a transmitter, it broadcasts
its synchronization signal, advances its clock by T0, and
then, switches its transceiver mode to become a receiver at
the (ν + 1)th clock tick.

With the proposed alternating transceiver mode algorithm,
synchronization signals are exchanged between the same
clusters of transmitter and receiver devices as long as a
synchronization signal is detected. In other words, from a
specific jth receiver’s point of view, the set Dνj is mainly
static over ν.

To illustrate the behavior of the proposed algorithm we
compare it in Fig. 2 to the random transceiver mode algo-
rithm proposed in [12], where the devices determine their
transceiver mode randomly at each clock tick and become a
transmitter with probability ptr or a receiver with probability
1 − ptr. As seen in Fig. 2a, in the case of selecting the
transceiver mode randomly, the average TO seen from the
receivers may fluctuate greatly from one clock tick to the
next, which, in turn, results in increased synchronization
errors. In sharp contrast, with the proposed method the
average TO estimates and clock updates evolve over time
in an orderly manner (cf. Fig. 2b) which facilitates fast
convergence with a deterministic bias.

B. Modification to DPLL Clock Update

In order to mitigate the bias in the average TO estimate
in (11), we propose to modify the DPLL clock update rule
as follows:

tj [ν + 1] = tj [ν] + T0 − 2φ̂j [ν] + ∆tj [ν], ∀j ∈ Rν (14)

where φ̂j [ν] is an estimate of the bias at the νth clock tick.
In (14), we set ε = 1. An iterative method for the tracking
of the bias is discussed in the next subsection.

(a) Random transceiver mode algorithm.

(b) Alternating transceiver mode algorithm.

Fig. 2. Comparison between the random transceiver mode selection algo-
rithm and the proposed algorithm for pulse-coupled clock synchronization
in the presence of propagation delays. A network of 3 devices is assumed,
located at equal distances from each other. The propagation delay from one
device to any other device is τ . Hence, broadcasted beacons are detected
with a delay as depicted with dashed-arrows within the receiver’s detection
period (depicted in gray). Note that at the νth clock tick Device 2 is a
receiver while the other two devices are transmitters.

If a receiver device at the νth clock tick detects a
synchronization signal, it updates its clock as in (14). Then,
it will act as a transmitter at the (ν + 1)th clock tick. On
the other hand, transmitting devices will always alternate
their transmission mode to become receivers, where their
next clock tick is given in (10). Thus, the receiver devices
at the νth clock tick “time-advance” their clocks prior to
broadcasting their beacons at the (ν + 1)th clock tick. This
improves the alignment of the beacons as detected by the
receiver devices at the (ν + 1)th clock tick which in turn
reduces the bias in (11) at future ticks. Note that if the
estimate φ̂j [ν] was subtracted once, the effect of the bias
would still be present at the next clock tick.

Fig. 3. State transitions of the proposed iterative bias tracking algorithm.
Transitions happen at each clock tick. Condition x denotes the contrary of
Condition x.
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C. Bias tracking

The iterative nature of the DPLL algorithm where ∆tj [ν]
is used to correct the device clocks and, hence, affects
∆tj [ν+1] calls for an iterative approach for tracking the bias
τj [ν] using ∆tj [ν]. Note that we only observe the cumulative
effect of the bias and the weighted average relative clock
differences in ∆tj [ν]. However, to isolate the bias from the
observed quantity we can capitalize on the fact that, due
to the proposed alternating transceiver mode algorithm, it
is stationary over ν. The proposed iterative bias estimation
method is described by the state transition diagram in Fig. 3.
Initialization: Set

φ̂j [0] = φ̂initj (15)

where φ̂initj is the initial estimate of the bias, which can be
chosen in a variety of ways. In this work, assuming that the
devices are randomly deployed with coordinates X,Y , e.g.,
X,Y ∼ U(0, d), we set

φ̂initj =
1

c
E(
√
X2 + Y 2) (16)

where c is the speed of light, and E(·) denoted expecta-
tion. Since the initial estimate is a rough approximation of
the propagation delays, it can be set to a different value
depending on the position distributions of the devices.

State 1: Update of the estimate:

φ̂j [ν + 1] =

{
φ̂j [ν]− δ, ∆tj [ν] < 0

φ̂j [ν] + δ, ∆tj [ν] > 0
(17)

where ∆tj [ν] is calculated using (8), δ is the step-size for
bias tracking, and λth is the synchronization error threshold,
both of which will be discussed later.

We keep revisiting State 1, i.e., updating the bias estimate,
until Condition 1 is satisfied, that is:
Condition 1: |∆tj [ν]| ≤ |∆tj |min or |∆tj |min > λth
where |∆tj |min is the minimum value of the weighted
average TO encountered up to the νth iteration, which can
be less than λth.

State 2: Keep the estimate corresponding to the minimum
error |∆tj |min:

φ̂j [ν + 1] = φ̂j [ν] (18)

until Condition 2 which signifies a perturbation in the
system, e.g., a new device joins the network, is satisfied.
Condition 2:

∣∣|∆tj [ν]| − |∆tj |min
∣∣ > λth

State 3: Reset the estimate:

|∆tj |min = ∆tj [ν]

φ̂j [ν + 1] = φ̂j [ν] = φ̂initj (19)

The main idea behind the proposed bias tracking algo-
rithm is that properly compensating the bias should lead to
small |∆tj [ν]|, ∀j as ν → ∞. The ±δ updates of φ̂j [ν] in
(17) adjust φ̂j [ν] towards decreasing |∆tj [ν]|. For instance,
if the average TO ∆tj [ν] is negative, then φ̂j [ν] should
be reduced by a small amount δ, since the subtraction of

TABLE I. System parameters used in the simulations.

Parameter Description Symbol Value
Number of Devices K 15 and 20
Scaling Term of DPLL Filter ε 0.5
Zadoff-Chu Index u 1
Zadoff-Chu Sequence Length N 31
Clock Period T0 120µs and 10 ms
Maximum Network Distance d 500 m
Operating Frequency f 2 GHz
Delay Compensation Step Size δ 33 ns
Synchronization Error Threshold λth 1.5 µs
Transceiver mode selection probability ptr 0.5

2φ̂j [ν] with a negative ∆tj [ν] in (14) will produce a larger
negative |∆tj [ν]| at the next clock tick. The adjustment
of φ̂j [ν] continues until the average TO becomes small
enough, i.e., |∆tj [ν]| ≈ |∆tj |min with |∆tj |min ≤ λth, in
which case φ̂j [ν] is kept fixed as long as |∆tj [ν]| remains
in the vicinity of |∆tj |min. However, the receiver devices
should detect sudden changes (see Condition 2) and act
accordingly, which may happen due to a perturbation in
the network such as when new devices join the network. In
this case, the tracking begins anew by replacing the current
estimate with the initial value φ̂initj .

IV. NUMERICAL RESULTS

The proposed synchronization algorithm is implemented
for a stationary network deployment over a Manhattan grid
in a dense urban environment [14]. The rest of the system
parameters are set according to the technical specifications
for LTE-Advanced (LTE-A) D2D proximity services [15].
The system parameters along with the algorithm parameters
are summarized in Table I. First, we study the evolution of
the local clocks of the devices as indicated by their clock
phases θi. For visualization purposes, we change the clock
period to 120µs, since propagation delays for a D2D network
is on the order of µs, and consider a network with 20 devices.
In Fig. 4, we compare the proposed half-duplex synchro-
nization algorithm (without compensating the propagation
delays) with the random half-duplex transceiver mode as
transmitter probability being ptr = 0.5. Note that in both
plots, there is an upward drift due to the propagation delay-
induced bias τj [ν]. However, in the proposed algorithm,
convergence to a common clock phase is faster and more
robust to perturbations caused by new devices joining the
network at the 20th and 60th clock ticks.

Then, we examine the synchronization error |∆tj [ν]| of
the proposed half-duplex synchronization algorithm com-
bined with propagation delay compensation. We compare
the proposed methods with random transceiver mode with
different transmitter probabilities ptr. In Fig. 5 we show the
evolution of the maximum synchronization error over 15
devices. As we can see, the proposed algorithm achieves
not only faster convergence, but also lower steady-state
error. Even though multiple new devices join the network
and cause perturbations at the 25th clock tick in Fig. 5,
synchronization error is rapidly compensated and the steady-
state error drops back to 1µs. On the other hand, in the case
of the random transceiver mode algorithm (which by design
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(a) Random transceiver mode algorithm with ptr = 0.5.

(b) Alternating transceiver mode algorithm.

Fig. 4. Clock convergence using DPLLs under the effect of propagation
delays.

Fig. 5. Maximum clock synchronization error between 15 devices with
clock period T0 = 10ms.

does not include delay compensation) the devices experience
slow convergence with higher synchronization error.

V. CONCLUSION

In this paper, we proposed a fully distributed half-duplex
clock synchronization scheme over multipath channels for
D2D networks. We numerically demonstrated that the pro-
posed algorithm coupled with a new modification to the
DPLL update can substantially mitigate the synchronization
error in realistic setups as the ones specified for LTE

Advanced D2D proximity services. Furthermore, we showed
that the proposed algorithm is also scalable and robust to
perturbations in the network. Although this paper focuses
on D2D networks, the proposed half-duplex clock synchro-
nization algorithm is not limited to D2D specifications and
can be extended to any distributed system with half-duplex
communication constraints such as wireless sensor networks.
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