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Abstract—Synchronization is a challenging problem es-
pecially for distributed systems, such as out-of-coverage
D2D networks, as no common reference time is available.
In such cases, devices use distributed synchronization al-
gorithms, however, accurately determining when to stop
the synchronization process is as challenging as achieving
synchronization since they do not have the synchronization
status of other devices in the network. From energy efficiency
and performance perspective, the synchronization process
should be stopped at all devices at the same time. In
addition, to counteract the effect of propagation delays
during synchronization, timing-advance (TA) clocks should
be employed. This could be achieved in the synchroniza-
tion process, however, after the devices are synchronized,
there is no central mechanism to instruct them on TA
clocks for transmitting or receiving data packets. In this
paper, we propose a synchronization algorithm which, in
an energy-efficient manner, allows devices to (i) acquire the
synchronization status of others and terminate the synchro-
nization process as soon as all devices in the network are
synchronized, (ii) allow the synchronized devices to properly
advance/regress their clocks prior to data communication by
tracking their relative timing. We numerically demonstrate
that the maximum synchronization error over multipath
channels is around 0.6µs and it can be maintained during
data communication.

I. INTRODUCTION

In distributed systems, such as out-of-coverage Device-
to-Device (D2D) networks operating in the absence of
a coordinating base-station (BS), no common reference
time is available, hence, devices must use distributed
synchronization algorithms [1]-[3]. A commonly used syn-
chronization approach for distributed networks is pulse-
coupled synchronization, which offers a scalable physical
(PHY) layer solution for initial synchronization prior to
data transmission [3].

Pulse-coupled synchronization is often implemented
by using distributed phase-locked loops (DPLLs) which
is an iterative procedure in which devices receive (and
transmit) synchronization pulses that are used to update
their clocks. DPLLs enable the devices to reach consensus
on a common clock, but their performance is sensitive
to signal propagation delays [3], [4]. In the literature,
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propagation delays and other environmental disturbances
such as multipath channels or changes to network size
are often not considered [5]-[7]. In practice, to counteract
the effect of propagation delays, guard intervals or timing
advance (TA) clocks should be employed, i.e., the clocks
of the receiver devices are advanced with respect to the
clocks of the transmitter devices [8].

The duplexing mode (i.e., full-duplex vs half-duplex) is
also a crucial factor in the synchronization process as it
directly affects the ability of devices to receive synchro-
nization signals and correct their clocks [8]. Full-duplex
clock synchronization is more commonly studied, see
[3]-[7] and the references therein. However, full-duplex
technology is not practical, especially on the device side.
Hence, half-duplex synchronization is a more realistic
option for D2D networks [9], [10].

From the energy efficiency and performance perspec-
tives it is beneficial to stop the synchronization process
at all devices at the same time and, ideally, as soon
as they become synchronized. In out-of-coverage D2D
networks, which are the focus of this paper, a device
does not know the synchronization status of the rest. This
calls for a distributed method to track the synchronization
status across the network and then determine when to stop
the synchronization process. A second challenge faced by
D2D networks, is how a device can determine whether it
should advance or regress its clock during data commu-
nication in order to counteract the effect of propagation
delays. In out-of-coverage D2D networks, there is no BS
to coordinate the devices by instructing them on how to
time-advance their clocks; the devices have to determine
their relative timing themselves during synchronization in
a distributed manner.

In this paper, we address both of the above-mentioned
challenges. First, we build upon the synchronization al-
gorithm in [9] and propose a communication method that
allows devices to track the synchronization status of the
network in a distributed manner, and enables them to
terminate the synchronization process almost simultane-
ously. Second, we propose an algorithm which allows
the synchronized devices to properly advance/regress their
clocks prior to data communication by tracking their
relative timing in an energy-efficient manner, i.e., without
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needing re-synchronization.
The paper is organized as follows. In Section II we

present the system model and we formally describe the
problem under consideration. The proposed method is
described in detail in Section III, and its performance is
discussed in Section IV. Finally, Section V concludes the
paper.

II. SYSTEM MODEL AND PROBLEM STATEMENT

We consider a fully distributed D2D network that con-
sists of J wireless devices indexed by j ∈ {1, ...,J };
devices may join or leave the network at any time. The
physical clock of the jth device is tj(t) = αjt + θj
[9], where t is the universal time, αj is the clock skew,
θj ∈ [0, T0) is the clock phase with T0 being the clock
period. For simplicity, we assume frequency synchronized
clocks, that is, αj = 1 ∀j ∈ {1, ...,J }, however,
generalizations are possible.

By uniformly sampling the physical clock at t = νT0

with ν ∈ Z, we obtain the discrete logical clock of the jth
device as tj [ν] = tj(νT0) = νT0 + θj . We refer to time
tj [ν] as the νth clock tick of the jth device. Moreover, we
can partition the universal time axis into a sequence of
non-overlapping time slots [νT0, (ν+1)T0), each of which
contains a clock tick, i.e., tj [ν], as shown in Fig. 1. The
clock tick difference between the ith and the jth device
represents their timing offset (TO), ∆tij [ν] = ti[ν]−tj [ν].

A. Signal Model in Half-Duplex Communication

We assume half-duplex communication, where each
device either operates in transmitter mode (TX) or in
receiver mode (RX), as depicted in Fig. 1. We denote the
transceiver mode of the jth device at the clock tick ν as
M j
ν ∈ {TX,RX}, and the sets of transmitter and receiver

devices at the νth clock tick as Tν and Rν , respectively.

Fig. 1. Sequences of clock ticks of two devices relative to the universal
time t. In the νth time slot, device 1 operates as a transmitter denoted
by TX (upward arrow) while device 2 denoted by RX (downward arrow)
starts as a receiver.

Furthermore, we consider two different stages for de-
vices to operate in. During the first stage, which is the
synchronization stage, the devices try to minimize their
synchronization error in a distributed manner. When the
devices deem that they have synchronized their clocks with

the rest of the network, they switch to the second one,
which is called energy-efficient stage, where they become
idle, i.e., only operate as a receiver to conserve power,
unless they have data to transmit.

In the synchronization stage, a transmitter device i ∈ Tν
broadcasts a synchronization signal with length Ns = 2N
formed by concatenating two Zadoff-Chu (ZC) sequences
of length N with root indices û and −û [6]:

s[n; û] =

{
e−j πN û(n−N)2 , 0 ≤ n ≤ N − 1

e j πN ûn
2

, N ≤ n ≤ 2N − 1
(1)

where j =
√
−1.

At each tick of its clock, a device i ∈ Tν broadcasts a
synchronization signal x(t− ti[ν]; û), where

x(t; û) =

Ns−1∑
n=0

s[n; û]g(t− nTp). (2)

In (2), g(t) ∈ R is a unit-energy baseband pulse and Tp
denotes the pulse spacing with NsTp � T0. Note that
before broadcasting, (2) is upconverted to passband using a
carrier frequency fi as x̃i(t, ν; û) = x(t− ti[ν]; û)e j2πfit.

A receiver device j ∈ Rν , regardless of the stage it is
in, listens for the broadcasted synchronization signals over
the detection period [tj [ν]− T0

2 , tj [ν]+ T0

2 ), centered at its
own clock tick tj [ν] (see Fig. 1). The received passband
signal equals to:

ỹj(t) =
∑

η∈{ν,ν±1}

∑
i∈Tη

x̃i(t, η; û) ∗ hij(t) + wj(t) (3)

where hij(t) is the impulse response of the multipath
channel between the ith and jth device, ∗ denotes con-
volution and wj(t) is an additive noise term. The mul-
tipath channel impulse response is given by hij(t) =∑P
p=1 ρijpδ(t − τijp), where p is the path index and P

is the number of resolvable paths which is assumed to
be the same for all devices. Moreover, ρijp ∈ C and
τijp ∈ R+ are the complex gain and propagation delay of
the pth path, respectively. As explained in [9], the outer
summation in (3) includes the possible signal contributions
from the adjacent detection periods of the νth clock tick.

Finally, the jth receiver device downconverts (3) with its
carrier frequency fj and samples it at time instances kTs
with Ts being the sampling period. The baseband signal
in discrete-time is obtained by truncating it over the time
interval

[
tj [ν]− T0

2 , tj [ν] + T0

2

)
:

yj [k; ν]=yj(kTs + tj [ν])

=
∑

η∈{ν,ν±1}

∑
i∈Tη

P∑
p=1

ρijpx(kTs+tj [ν]−ti[η]−τijp; û)

× e j2π∆fijkTs + wj [k] (4)
where ∆fij = fi − fj is the CFO between the ith and
jth device and wj [k] is the discrete-time noise process.
Constructing the synchronization sequences as in (1) de-
couples the effect of CFO in TO estimation [6]. Note that
the complex factor e−j2πfiτijp is absorbed by ρijp in (4)
with no loss of generality.
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Finally, the jth receiver device cross-correlates (4) with
two sequences x−[k; û] and x+[k; û] as follows:

Ryjx∓ [l, ν; û] =
∑
k∈Z

yj [k + l; ν]x∗∓[k; û] (5)

The sequences x−[k; û] and x+[k; û] are the two parts
of the discrete-time equivalent of x(t; û), obtained by
sampling x(t; û) with a sampling period Ts, that corre-
spond to the ZC sequence constructed with −û and +û,
respectively. To estimate the TO, the jth receiver device
uses a weighted average across the lags l:

q∓j [ν; û] ,

∑
l l|Ryjx∓ [l, ν; û]|2∑
l |Ryjx∓ [l, ν; û]|2

. (6)

The estimates in (6) are obtained in discrete-time, that is
q−j [ν; û] ≈ fsdj , where fs = 1

Ts
is the sampling frequency

and dj is the weighted average TO seen from the jth
device in continuous-time. Furthermore, q+

j [ν; û] is equal
to the sum of the weighted average TO and the duration
of signal x−[k; û] due to the concatenation in (1), hence,
q+
j [ν; û] ≈ fs(dj + NTp). Thus, the weighted average

TO estimate in continuous-time between the contributing
transmitters and the jth device equals to:

∆tj [ν; û] =

(
q−j [ν; û] + q+

j [ν; û]
)
Ts −NTp

2
(7)

≈ ∆tj [ν] + τj [ν]

where ∆tj [ν] and τj [ν] are the weighted average of
relative clock differences and a bias term due to the
propagation delays at the jth device, respectively [9].

B. Problem Statement

To achieve time synchronization, the jth receiver device
updates its clock by using DPLLs [3], where the next clock
tick is corrected with the TO estimate as follows:

tj [ν + 1] = tj [ν] + T0 + ε∆tj [ν; û], ∀j ∈ Rν (8)
with ε ∈ (0, 1] being a scaling term. On the other hand,
due to half-duplex constraint the transmitter devices only
advance their clock:

ti[ν + 1] = ti[ν] + T0, ∀i ∈ Tν . (9)
The network is synchronized when the synchronization

error reaches a steady-state at all receiver devices, i.e.,
when |∆tj [ν; û]| ∀j ∈ Rν stays below a given threshold.
At this point, the devices can leave the synchronization
stage and enter the energy-efficient stage, where they stop
broadcasting the synchronization signals and become idle.

However, in a distributed network, the devices do not
necessarily reach the steady-state at the same time. In
pulse-coupled synchronization, transition from the steady-
state to the energy-efficient stage by a single device at
the νth clock tick with no coordination with the rest may
result in the following. First, a perturbation occurs in the
TO estimate at other devices due to the sudden absence of
signal contribution from this device, hence, they may no
longer be in the steady-state at the (ν + 1)th clock tick.
Second, since an idle device does not update its clock,

as soon as it listens for broadcasted signals, the device
will re-join the synchronization process because the other
devices are still broadcasting. Thus, in distributed pulse-
coupled synchronization, the devices should not stop the
synchronization process without coordination.

The first objective of this paper, therefore, is to de-
velop an algorithm that allows the devices to exit the
synchronization stage as soon as possible but in a coor-
dinated manner (ideally, at the same time). Our second
objective is to allow synchronized devices to initiate data
communication in a distributed and in an energy-efficient
manner. Since there is no central mechanism to instruct
them to properly advance/regress their clocks prior to data
communication, the devices should be able to achieve that
distributively and without re-initiating the synchronization
process. Thus, the devices can exchange data packets by
exploiting TA clocks without depleting their resources.

III. PROPOSED METHOD

We propose an intermediate stage, the transition stage,
between the synchronization and energy-efficient stages,
during which the devices acquire the synchronization
status of the network and then simultaneously terminate
the synchronization process. The devices may enter the
transition stage at different times but they all exit at the
same time by switching to the energy-efficient stage.

During both the synchronization and transition stages
the devices either broadcast synchronization signals or
update their clocks to reduce/maintain their synchroniza-
tion errors. What differentiates these two stages is the
type of synchronization signal used. During the synchro-
nization stage, a transmitter device broadcasts one type
of synchronization signal, i.e., it sets the ZC root index
to û = u1. When it enters the transition stage, it starts
broadcasting a second type of the synchronization signal
by changing the ZC root index to û = u2, to inform
the network that it has achieved synchronization. In other
words, the use of the ZC root index u2 by a device
serves as a declaration to the rest of the network that the
device has deemed it is synchronized. Consequently, the
absence of the synchronization signal of the first type,
i.e., x̃i(t, ν;u1), signifies that all devices in the network
are in the transition stage and can, therefore, terminate the
synchronization process in a coordinated manner.

The received signal at a device can be of one of four
kinds: It only contains synchronization signals that use the
ZC root index u1 (this occurs when all transmitter devices
are in the synchronization stage), or it only contains
synchronization signals that use the ZC root index u2 (this
occurs when all the transmitter devices are in the transition
stage). In addition, the received signal either contains a
mix of synchronization signals (when some devices are
in the synchronization stage and others in the transition
stage) or no synchronization signals at all (this may occur
when there are no transmitter devices). Thus, a receiver
device must be able to reliably detect the presence or
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absence of synchronization signals that use the ZC root
index u1 or u2.

Based on [9], we propose to perform the above-
mentioned detection task as follows. After cross-
correlating the received signal in (3) with both x∗∓[k;u1]
and x∗∓[k;u2] at every clock tick, the receiver device
calculates two decision statistics ψ(ν, u1) and ψ(ν, u2),
where

ψ(ν, û) , max
l

(|Ryjx∓ [l, ν; û]|)−N/2. (10)

Then it makes one of the following four decisions:
D00
ν : ψ(ν, u1) < 0 ∧ ψ(ν, u2) < 0

D10
ν : ψ(ν, u1) ≥ 0 ∧ ψ(ν, u2) < 0

D01
ν : ψ(ν, u1) < 0 ∧ ψ(ν, u2) ≥ 0

D11
ν : ψ(ν, u1) ≥ 0 ∧ ψ(ν, u2) ≥ 0

where the superscripts of the decisions indicate the pres-
ence, i.e., 1, or the absence, i.e., 0, of the ZC root indices
u1 and u2. Finally, it forms its TO estimate as follows:

∆tj [ν] =



0 , D00
ν

∆tj [ν;u1] , D10
ν

∆tj [ν;u2] , D01
ν

∆tj [ν;u1] + ∆tj [ν;u2]

2
, D11

ν

(11)

Furthermore, each receiver device estimates the bias and
removes its effect during the DPLL update to reduce its
synchronization error. The following DPLLs clock update
rule is used at the receiver devices [9]:
tj [ν + 1]=tj [ν]+T0−2φ̂j [ν]+∆tj [ν], ∀j ∈ Rν (12)

where φ̂j [ν] is the bias estimate of the jth device at the
νth clock tick. The transmitter devices only advance their
clocks as previously given in (9).

The operation of the proposed method is described by
the state-transition diagram in Fig. 2. In what follows we
describe in detail the states as well as the conditions for
transitioning from one state to another from the point of
view of the jth device.

Fig. 2. State-transition diagram of the proposed algorithm. Transitions
happen at each clock tick, where Condition x denotes the contrary of
Condition x.

Initialization: Set
Γj = 0 and ξj = 0 (13)

φ̂j [ν] = φ̂initj (14)

Mj ←M j
ν (15)

û← u1 if M j
ν = TX (16)

where Γj and ξj are steady-state and energy-efficiency
counters, respectively. For selecting the transceiver mode
under the half-duplex constraint, we use the approach
proposed in [9]. Specifically, when a device joins the
network it randomly determines its initial transceiver
mode: It either becomes a transmitter with probability ptr
or a receiver with probability 1 − ptr. Then, the device
alternates its mode from a transmitter to a receiver or
vice-versa at each clock tick. On the other hand, when a
device cannot detect a synchronization signal of any type,
which happens when no transmitters are present in the
detection period (see D00

ν above), the device re-determines
its transceiver mode randomly as described earlier.

Moreover, when a device joins the network at clock
tick ν, its initial transceiver mode M j

ν is saved to Mj ,
which will be used later by the device for the coordinated
termination of the synchronization process. In addition,
transmitter devices broadcast the first type of the synchro-
nization signal by selecting the corresponding ZC index
in (16). We note that by using the alternating transceiver
mode algorithm in [9] along with (12), the clocks of
the receiver devices become advanced with respect to the
clocks of the transmitter devices as they remove their bias
estimate twice. This leads to TA clocks which results in
reduced synchronization error.

Finally, φ̂initj is the initial estimate of the bias and
it is set as follows. We assume that the coordinates
of the jth receiver device Xj , Yj and the ith transmit-
ter device Xi, Yi are independent and identically dis-
tributed (i.i.d.), where Xj , Yj , Xi, Yi,∼ U(0, d) and d
being the maximum grid distance in meters. Thus, the
average propagation delay seen by the receiver device is

τprop =
1

c
E
(√

(Xj −Xi)2 + (Yj − Yi)2
)
, where c is the

speed of light and E(·) denotes expectation. In addition
to propagation delay, multipath channel introduces delay
spread, which affects the average TO estimate. Thus, we
also include the channel effect and initialize the bias as
φ̂initj = τprop + τspread, where τspread is the average
channel delay spread. In other words, φ̂initj is a rough
approximation of the bias for the first iteration.

In State 1 and State 2 which comprise the synchro-
nization stage as well as in State 3 which comprises the
transition stage, a device updates its clock to reduce its
synchronization error by performing the following state-
specific operations:
State 1: Update the bias estimate

φ̂j [ν + 1] =

{
φ̂j [ν]− δ, ∆tj [ν] < 0

φ̂j [ν] + δ, ∆tj [ν] > 0
(17)
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where δ ∈ R+ is the step-size for bias tracking, as long
as Condition 1 shown below is satisfied.
Condition 1: |∆tj [ν]| ≤ |∆tj |min ∨ |∆tj |min > λth
where |∆tj |min is the minimum value of the weighted
average TO encountered up to the νth iteration and λth is
the synchronization error threshold, which can be greater
than |∆tj |min.

State 2: Keep the bias estimate corresponding to |∆tj |min
φ̂j [ν + 1] = φ̂j [ν] (18)

Γj =

{
Γj + 1 ,M j

ν = RX
Γj ,M j

ν = TX (19)

In this state, the jth receiver device fixes its bias estimate
to the estimate that yields |∆tj |min, then increases Γj until
Condition 2 or Condition 3 is satisfied. These conditions
are:

Condition 2:
∣∣|∆tj [ν]| − |∆tj |min

∣∣ > λth

Condition 3: Γj ≥ λss
The former condition signifies a perturbation in the

system, e.g., a new device joins the network, whereas the
latter indicates that the jth device is in the steady-state
for a number of consecutive clock ticks controlled by a
predefined threshold λss.

State 3: Transition stage between the synchronization
stage and the energy-efficient stage:

û← u2 if M j
ν = TX (20)

If M j
ν = RX:

ξj=

{
ξj+1 , D01

ν ∨ (D00
ν ∧ ξj > 0)

0 , D10
ν ∨ D11

ν
(21)

If M j
ν = TX:

ξj=

{
ξj+1 , (Mj=TX) ∧ D01

ν−1

0 , (Mj=TX) ∧ (D10
ν−1∨D11

ν−1)
(22)

The main purpose of this state is to allow the devices to
make a simultaneous transition from the synchronization
stage to the energy-efficient stage. First, a device operating
as a transmitter informs the network by broadcasting the
second type of the synchronization signal as in (20). Then,
if a device operates as a receiver at the νth clock tick, i.e.,
M j
ν = RX, and detects the presence of synchronization

signals with root index u2 but not of synchronization sig-
nals with root index u1, it increases its energy-efficiency
counter ξj . In addition, in this state, a receiver device
may detect no synchronization signals, i.e., D00

ν , after it
has already increased its counter, i.e., ξj > 0. The device
interprets this as that the previously detected devices have
become idle by switching to the energy-efficient stage,
hence, it continues to increase its counter.

We should note that if a device only took actions
when it is a receiver, then the devices would not stop
the synchronization process at the same clock tick as the
transmitter devices would have to wait for the next clock
tick to become a receiver. This is why we distinguish the
devices based on their transceiver mode at the first clock
tick they join the network (stored in Mj). Thus, when a

a device operates as a transmitter at the νth clock tick,
i.e., M j

ν = TX, it also increases its counter if and only if
its first transceiver mode is TX, that is M j

ν = Mj = TX.
However, a transmitter device cannot receive any signals to
obtain decision statistics at the νth clock tick (10). Hence,
it uses the decisions taken when it was a receiver at the
(ν − 1)th clock tick given in (22).

On the other hand, whenever a device in this state
detects synchronization signals of the first type, it resets its
counter as ξj = 0 when the conditions in (21) or (22) are
satisfied. This is interpreted as having at least one device
in the synchronization stage, hence, the device waits for
the other device(s) to transition out of the synchronization
stage.
Condition 4:
If M j

ν = RX:
(Mj = RX) ∧

(
ξj > λee ∨ (D00

ν ∧ ξj > 0)
)

If M j
ν = TX:

(Mj =TX) ∧ ξj > λee

Each device switches to the energy-efficient stage only
when its current transceiver mode at the νth clock tick,
i.e., M j

ν , is the same as its initial transceiver mode, i.e.,
Mj . In addition, we note that a receiver device might not
detect any more synchronization signal of any kind. This
can happen when all transmitter devices have become idle
by switching to the energy-efficient stage. In this case, the
device also switches its state to become idle.
State 4: This state comprises the energy efficiency stage.
Each device sets its current transceiver mode to receiver,
i.e., Mν

j = RX, hence, they become idle. Thus, the
devices conserve transmit power but listen for possible
perturbations by checking Condition 2. If a perturbation
is detected, then the device switches to the next state where
all its variables are reset.
State 5: Reset the variables

Γj = 0 and ξj = 0 (23)
|∆tj |min = ∆tj [ν] (24)

φ̂j [ν] = φ̂initj (25)

û← u1 (26)
Mν
j ←Mj (27)

A perturbation is a result of a new device joining the
network and initiating its own syncronization process. In
this case, the devices stop being idle by setting their
transceiver mode to the one in Mj . Then, they re-initiate
the synchronization process by including the new device.

A. Data Communication

By using the proposed algorithm, the devices are sep-
arated into two clusters (Tν and Rν) based on their
transceiver mode. In Fig. 3, we illustrate this separation.
Recall that when devices are in State 3 they alternate their
groups at each clock tick; however, we label each cluster
as the TX or RX cluster, according to the initial transceiver
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mode of the devices in it. In addition, due to the decisions
taken in Condition 4, the devices are aware of their cluster
right before switching to the energy-efficient stage, State
4, where they become idle. Importantly, when they enter
this stage, they know whether their clocks are advanced or
lagging with respect to the opposite cluster. Note that the
gap between the two clusters corresponds to the average
propagation delay between them, which can be used to
exploit TA clocks when data communication takes place
from a device in the TX cluster towards the devices in the
RX cluster.

Fig. 3. A snapshot of simultaneous transition from synchronization stage
to energy-efficient stage given by the state-transition diagram of the
proposed algorithm.

However, a device should be able to exploit TA clocks
to initiate data communication regardless of its cluster.
If a device is in the TX cluster but anticipates receiving
data packets, it can simply advance its clock by using its
bias estimate φ̂j [ν] to approach the clocks of the devices
in the RX cluster. On the other hand, if a device is in
the RX cluster, yet it has data to transmit, it regresses its
clock for possible receivers in the RX cluster. These clock
alignments for data communication are given as follows:

tj [ν+1]=

{
tj [ν]+T0−φ̂j [ν], Mj = RX s.t.Bj 6=∅
tj [ν]+T0 +φ̂j [ν], Mj =TX s.t.Bj =∅

(28)

where Bj is the data buffer of the jth device, which
indicates whether the device anticipates transmitting or
receiving data packets, i.e., Bj 6= ∅ and Bj = ∅, respec-
tively. If the device uses (28), then it can also simply
revert this after the data communication is done. In this
way, any device can initiate data communication without
disrupting the achieved synchronization and re-join their
original cluster when it is not transmitting/receiving data
packets.

IV. NUMERICAL RESULTS

The proposed algorithm is implemented in MATLAB for
a stationary, dense urban network where the channel model
follows the Manhattan grid scenario [12]. The parameters
used in the simulations are given in Table I and other
specifications are chosen accordingly from [13]. First, we
investigate the convergence of the device clocks in Fig.
4. Then, we focus on the absolute synchronization error

achieved in any receiver device shown in Fig. 5, where
we compare the proposed algorithm with DPLL clock
updates (8) and (9) with different transmitter probabil-
ities ptr as a benchmark. The proposed algorithm not
only rapidly mitigates the synchronization error but also
achieves smooth clock convergence with less variance.
Even though perturbations occur at different states such
as during the steady-state at the 14th clock tick and the
energy-efficient state at 40th clock tick, the proposed
algorithm can successfully detect them and reduce the
synchronization error to the previously achieved error
levels (cf. Fig. 5).

(a) Random transceiver mode with ptr = 0.5.

(b) Proposed algorithm.

Fig. 4. A snapshot of convergence to a common clock with multiple
perturbations at 14th and 40th clock ticks.

TABLE I. System parameters for MATLAB simulations.

Parameter Description Symbol Value
Number of Devices J 15
Scaling Term of DPLL ε 0.5
Zadoff-Chu Index u1, u2 7, 13
Zadoff-Chu Sequence Length N 839
Clock Period T0 1 ms
Maximum Network Distance d 500 m
Operating Frequency f 2 GHz
Transmit and Reception Powers PTX, PRX 23 dBm, 8 dBm
Delay Compensation Step Size δ 33 ns
Transceiver mode selection probability ptr 0.5
Synchronization Error Threshold λth 1.5 µs
Steady-state Counter λss 2
Energy-efficiency Counter λee 2
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Fig. 5. Maximum synchronization error seen by any receiver device.

Furthermore, we analyze the total energy used during
synchronization for the devices present from the beginning
to the end of the synchronization process. Note that
devices that join the network later in time may consume
less energy but achieve the same synchronization error.
We consider different power levels for each transceiver
mode, namely PTX and PRX, to operate as a transmitter
and as a receiver device, respectively. The total energy
consumed by the jth device up to the νth clock tick during
synchronization is calculated recursively as follows:

Eν+1
j =

{
Eνj + PTXT0 , ∀j ∈ Tν
Eνj + PRXT0 , ∀j ∈ Rν

(29)

We only track the devices that are present throughout the
synchronization process.

As seen in Fig. 5 and Table II by using the proposed al-
gorithm, the devices can achieve and successfully maintain
a synchronization error of around 0.6µs while consuming
the average energy of Esync = 1

J
∑J
j=1

∑∞
ν=0E

ν
j =

54.47mJ over the synchronization time Tsync = 130. On
the other hand, random transceiver modes not only fail
to achieve the same synchronization error level but also
consume more energy except for ptr = 0.1. However,
we note that in the proposed algorithm, 87.74% of the
total energy is used for signal transmission, i.e., ETX

sync,
while only 12.26% of the total energy is used for signal
reception, i.e., ERX

sync. This means that if the simulation
time Tsync increases, then the energy efficiency of the
proposed algorithm also increases over time as the devices
operate only as a receiver device which consumes less
power.

TABLE II. Energy-efficiency comparisons.

Proposed
Algorithm

Random
ptr = 0.1

Random
ptr = 0.5

Random
ptr = 0.9

Esync (mJ) 54.47 34.09 133.02 226.53
ETX

sync(%) 87.74 78.42 96.90 99.65
ERX

sync(%) 12.26 21.58 3.10 0.35

V. CONCLUSION

In this paper, we proposed an energy-efficient syn-
chronization algorithm for distributed D2D networks over
a realistic scenario, in which the devices are arbitrarily
joining or leaving the network and communicating over
multipath channels. The proposed algorithm orchestrates
the switch from the synchronization phase to the data
communications phase. Importantly, each device is aware
of the global synchronization status and can initiate data
communication by properly using TA clocks.
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