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ABSTRACT

In a previous paper, we proposed a new method to extend
the single microphone signal subspace approach , to a multi-
microphone design. This method is based on a delay-and-
sum beamformer followed by a post-filter in the eigen do-
main. The post-filter is designed using a composite covari-
ance matrix obtained from the outputs of all the channels.
In this paper, we propose a second method for the post-filter
design. The new method consists of estimating an average
covariance matrix from the noisy covariance matrices of ev-
ery microphone signal. We present a comparison between
these methods in terms of their performance under adverse
environments. The trivial approach of summing signals, of
every channel, enhanced separately using a different signal
subspace filter is also considered. Experimental results us-
ing different objective measures are reported.

1. INTRODUCTION

Single microphone speech enhancement techniques rely on
noise statistics gathered during non-speech activity periods.
Errors in noise parameters estimation result in the annoying
residual noise known as musical noise. One of the proposed
ways to overcome this artifact is to use more than one mi-
crophone for noise reduction.

Microphone arrays improve the speech quality by re-
jecting interfering signals coming from directions different
from a desired look direction. Adaptive beamforming has
been widely used to reduce the interference level by adap-
tively steering zeros in the direction of the interfering sig-
nals [1, 2]. These methods are efficient when the number of
noise sources is smaller than the number of sensors but they
fail to provide a good performance in reverberant rooms or
when the interfering signals are correlated with the desired
signal. In such conditions conventional adaptive beamform-
ing methods exhibit cancellation of the desired signal [3].

Alternatively, a conventional delay-and-sum beamformer
followed by a post-filter for noise reduction has been pro-
posed. The noisy signals at the different channels are used
to compute the parameters of the post-filter which can take

different forms, for example a Wiener filter [4, 5] or a co-
herence filter [6].

In [7] we presented a similar post-filter designed using
the signal subspace approach. The designed filter was based
on a composite covariance matrix which allows to estimate
the speech signal subspace by averaging in the eigendo-
main. In this paper we present a second method to estimate
the eigendomain post-filter parameters. This method uses
averaging in the time domain to approximate the signal co-
variance matrix. The eigenvalue decomposition of this esti-
mated matrix is used to obtain the post filter parameters.

This paper is organized as follows. In Section 2 the sig-
nal subspace approach for speech enhancement is briefly
presented. In Section 3 the multi-microphone approach is
introduced and the methods used to calculate the eigendo-
main postfilter are described. Experimental results are re-
ported in Section 4 and a conclusion is given in Section 5.

2. THE SIGNAL SUBSPACE APPROACH

In this section we briefly present the signal subspace ap-
proach for speech enhancement. More details can be found
in [8].

Let x = s + w be a P -dimensional noisy observation
vector where s is the desired vector and w is the noise vec-
tor with covariance matrix Rw. The eigenvalue decomposi-
tion (ED) of the covariance matrix Rs of the clean vector is
given by Rs = UΛsUT where Λs = diag(λs1 , . . . , λsP )
with the eigenvalues λsi ’s in decreasing order. In this pa-
per, we also assume that the noise is white with Rw = σ2I
so that Rx, the covariance matrix of x, will have the same
eigenvectors as Rs. We also assume that rank(Rs) = I <
P so that λsi = 0 for i = I + 1, . . . , P . Hence U can
be written as U = [U1U2] where U1 spans the so-called
signal subspace and U2 spans the noise subspace.

We want to find a linear estimate of s given by ŝ =
Hx = Hs + Hw. The residual error signal is given by

r = ŝ− s = (H− I)s + Hw = rs + rw (1)

In the spectral domain constrained approach (SDC), the
enhancement filter H is obtained by minimizing the signal



distortion
min
H

E{‖rs‖2} (2)

subject to

E{|uH
i rw|2} ≤ αiσ

2 for i = 1, . . . , I (3)

which ensures that the ith spectral component of the resid-
ual noise is below some threshold. Here ui is the ith eigen-
vector of Rs with eigenvalue λsi . The solution to this prob-
lem is given by [8]

H = U1QUT
1 (4)

where Q is a I × I diagonal gain matrix with entries

qi = α
1/2
i = e−νσ2/λsi for i = 1, . . . , I. (5)

3. THE MULTI-MICROPHONE APPROACH

We now show how this approach can be extended to a multi-
microphone design. Suppose we have M microphones for
signal acquisition followed by a time delay compensation
module to ensure that all microphone signals are correctly
synchronized. Under these conditions, we have

xm = s + wm for m = 1, . . . , M. (6)

where xm and wm are the corrupted speech vector and the
noise vector at the mth microphone respectively, s is the
desired speech vector.

Now as in [4] and [6], we assume that the noise and re-
verberation form a diffuse acoustic field. Therefore these
perturbations, in addition to being uncorrelated with the di-
rect path signal, are considered to be incoherent at differ-
ent microphones. These assumptions coincide with real life
applications when the microphones are close to the speaker
relative to the interfering sources like a car engine or air con-
ditioning noise inside a room. Hence the covariance matrix
of the input signal at two particular microphones with index
i and j is given by

Rij = E{xixT
j } = Rs + σ2δ(i − j)I (7)

where I is the identity matrix.
To obtain the enhanced signal, a different eigenfilter Hm

can be designed for every microphone as in the single mi-
crophone approach. The average of the M filter outputs is
taken to yield the enhanced signal,

ŝ =
1
M

M∑
m=1

Hmxm (8)

We will refer to this method as SSM where the ”M” de-
notes the number of microphones used. So SS1 refers to

the single channel signal subspace method while SS4 means
that 4 microphones were used.

Now in the post-filter approach, the signals in every mi-
crophone are used to design a single post-filter H and the
enhanced signal is obtained as follows

ŝ =
1
M

H
M∑

m=1

xm (9)

In addition to the Composite Covariance matrix (CCM)
method proposed in [7], we provide, in this paper, a second
design method which we refer to as the Averaged Covari-
ance Matrix (ACM) method. The two methods differ in the
way the ED of Rs is approximated. The so obtained eigen-
values λ̂si ’s and eigenvectors ûi’s (for i = 1 . . . I) are used
to calculate the post-filter H according to Equations (4) and
(5).

Experimental results involving objective measures and
informal listening tests are provided to demonstrate the su-
periority of CCM and ACM over SS1 and SS4. These re-
sults also show that the ACM method does not perform as
good as CCM but it has the advantage of having much less
computational load.

3.1. The Composite Covariance Matrix (CCM) Method

In the CCM method [7], we define a combined vector y of
length D = MP , by stacking the individual input vectors
of every microphone in the following way

y = [xT
1 , . . . ,xT

M ]T (10)

Then the overall composite covariance matrix Ry = E{yyT }
can be written as

Ry =




R11 R12 · · · R1M

R21 R22 · · · R2M

...
. . .

...
RM1 · · · · · · RMM


 (11)

Then given the eigen-pair (λyi ,qi) for i = 1, . . . , P
of Ry, the eigenvalue λsi and the corresponding unit-norm
eigenvector ui of Rs can be approximated as follows [7]:

λ̂si =
λyi − σ2

M
(12)

ûi =
1√
M

M∑
m=1

qmi (13)

where qi = [qT
1i, . . . ,q

T
Mi]

T , and qmi’s (m = 1, . . . , M)
are P -dimensional vectors. The rank I is chosen to be the
number eigenvalues such that λ̂si > 0.



3.2. The Averaged Covariance Matrix (ACM) Method

In the second proposed method, the eigen-pairs of R s are
approximated in a different way. The average of the indi-
vidual covariance matrices in every channel, as defined in
(7) for i = j = m, is calculated as follows

R̄x =
1
M

M∑
m=1

Rmm (14)

Now if λxi and uxi are the ith eigen-pair of R̄x then we
have

λ̂si = λxi − σ2 (15)

ûi = uxi (16)

The advantage of this method is its computational sav-
ings. In ACM, the ED of one single P × P covariance ma-
trix needs to be computed. In CCM, however, the ED of an
MP ×MP matrix is required while SS4 needs the ED of a
P × P matrix to be performed four times.

3.3. Implementation

For the ACM and the CCM methods the covariance matrices
are approximated as follows

R̂ij = toeplitz{r̂ij(0), . . . , r̂ij(P − 1)} (17)

where the cross-correlation function r̂ij(p) is calculated us-
ing N observations from microphones i and j as follows

r̂ij(p) =
1
N

N−1−|p|∑
n=0

xi(n)xj(n − p) for (18)

In [5] the coherence of interfering signals at two differ-
ent microphones is reduced by taking the real part of the
cross-power spectrum. Following a similar approach, the
coherence is reduced here by taking the even part of the
cross-correlation r̂ij(p) as follows

r̂ij(p) =
1
2
[r̂ij(p) + r̂ij(−p)] (19)

To reduce the computational load the enhancement pro-
cess is performed on a frame-by-frame basis as described in
[9]. Briefly, this approach consists of dividing the speech
signal into overlapping frames of length N . The samples
of this frame are used to approximate one single eigenfil-
ter used to enhance all P -dimensional vectors within that
frame.

4. EXPERIMENTAL RESULTS

In the following results, M = 4 microphones were used.
Computer generated white noise is added at every micro-
phone. The enhanced signals are obtained using SS1, SS4,

ACM and CCM with P = 32 and N = 256 at 8 KHz sam-
pling rate.

Informal listening tests show that the postfilter methods
outperform SS1 and SS4. While ACM and CCM have com-
parable performances relative to that of SS4 and SS1, sig-
nals enhanced with CCM are more natural and the residual
noise is less prominent. The advantage of ACM, however,
is its relatively lower computational complexity.

Two objective measures were used for performance eval-
uation. The Segmental SNR and the Perceptual Evaluation
of Speech Quality (PESQ) score [10]. The PESQ score
compares the enhanced signal with a reference signal (the
clean speech signal) and provides a value consistent with
the Mean Opinion Score (MOS) used to quantify the per-
formance of speech signal algorithms.

The Segmental SNR used is defined as follows

SegSNR(j) = 10 log10

E{|sj(n)|2}
E{|sj(n) − ŝj(n)|2} (20)

where sj(n) and ŝj(n) are the clean and enhanced signals
in the jth frame respectively. The average SegSNR for all,
length 64, frames (with 50% overlap) was used for evalua-
tion. The reported results are the average results of 5 runs
of the experiment with different noise signals at every run.
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Fig. 1. Output SegSNR for different values of ν.

Figure 1 shows the output segmental SNR for a 0 dB global
SNR noisy speech signal, for different values of ν. One im-
portant observation here is that for ν > 3, SS1 and SS4 have
almost the same performance. This can be explained by the
fact that due to over-suppression of noise (with the expense
of more signal distortion), no more gain can be achieved by
taking the average output. However using PESQ score [10],
shown in Figure 2, we can see that the use of M micro-
phones improves the overall performance.

The improvement in performance achieved using the post-
filter approach (ACM and CCM) is obvious with both ob-
jective measures. It can also be seen that CCM outperforms
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Fig. 2. PESQ scores for different values of ν.

ACM and that the gain achieved by CCM over ACM is com-
parable to the gain achieved by SS4 over SS1. We also con-
clude from these results (together with the informal listen-
ing experiments) that the optimum value for ACM and CCM
is around 1 and around 2 for SS1 and SS4. These values are
used in the next experiment.
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Fig. 3. Output SegSNR for different global input SNR’s

In Figure 3, the output SegSNR’s for different global
input SNR’s are shown. Again it can be seen that the CCM
outperforms the other methods and that it has a relatively
constant performance under different noise levels.

5. CONCLUSION

In this paper, we presented a microphone array delay-and-
sum beamformer with an eigendomain post-filter. We pro-
posed a new method for the post-filter design and compared
its performance with a previously presented method. Exper-
imental results show the superiority of these two methods
over the straight forward solution of taking the average of
separately enhanced signals. The postfilter approach have

a relatively constant performance under different noise lev-
els according to the segmental SNR objective measure. The
advantage of the newly presented method is its low compu-
tational load while having a comparable performance to the
previously proposed more complex method.
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