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Abstract—This paper addresses the problem of channel esti-
mation using pilots in hybrid analog/digital massive multiple-
input multiple-output (MIMO) systems for future millimetre wave
(mmWave) communications. To further reduce system cost and
implementation complexity, we consider an alternative architecture
derived from RF switches as opposed to the phase shifters in the
conventional literature. The channel estimation is formulated as a
combinatorial optimization problem where the aim is to minimize
the mean square error (MSE) between the real and estimated
channels over a finite set of allowed values for the precoder
switches. A genetic algorithm (GA) is developed for solving this
problem and obtaining the MIMO channel estimates. Simulations
show that the proposed scheme can estimate channels as accurately,
if not more, as an existing solution using phase shifters.

Index Terms—Massive MIMO; channel estimation; hybrid ar-
chitecture; RF switches; genetic algorithm.

I. INTRODUCTION

Massive multiple-input multiple-output (MIMO) is one of the
key enabling technologies advanced to meet the exacting target
performance requirements of the fifth generation (5G) of wire-
less systems [1]. Due to the use of millimetre-wave (mmWave)
signals, the antenna arrays of massive MIMO systems will
be smaller and include more antenna elements than previous
technologies [2]. However, using more antennas requires having
more radio-frequency (RF) chains, which in turn is problematic
because the latter are expensive and power-hungry [2], [3].
One way to cope with this constraint is to employ a hybrid
architecture, wherein an analog beamformer is used to reduce
the effective number of RF signals prior to the application of
baseband processing [4], [5].

Different approaches have been explored recently in order
to develop channel estimation algorithms that are specifically
tailored for this architecture. A method exploiting the angular
sparsity of the channel was presented in [4], where the focus
is on the estimation of a point-to-point narrow-band flat-fading
mmWave channel with both transceivers having a hybrid archi-
tecture. A similar procedure was studied in [6] for the case of a
wideband frequency-selective fading channel. In [7], a minimum
mean square error (MSE) formulation leads to efficient algo-
rithms for estimating the vector channel between single-antenna
users and a multi-antenna BS. Moreover, subspace tracking is
used as the core idea in [8], while in [9], deep convolutional
neural networks are proposed to estimate mmWave massive
MIMO channels with different correlation properties.

This work was supported by the Natural Sciences and Engineering Research
Council of Canada (NSERC) and InterDigital Canada.

The aforementioned works all assume that the phase shifters
in the analog units are fast enough to change configuration
between each pilot symbol, which may not be possible in
practice. Other types of hardware can be used for this task
however, like RF switches, which are cheaper, faster, and more
power-efficient than analog phase shifters [10]. Four different
switching network configurations along with a compressed-
sensing-based channel estimation method are presented in [10].
Besides, one of the configurations from [10] is used in [11],
where a hybrid precoder is designed for a mmWave MIMO
system, while another configuration is used with a matrix
completion algorithm in [12] to estimate mmWave massive
MIMO channels.

This paper explores pilot-based channel estimation in
mmWave hybrid analog/digital massive MIMO systems using
RF switches instead of phase shifters. The channel estimation
is formulated as a combinatorial optimization where the aim is
to minimize the MSE between the real and estimated channels
over a finite set of allowed values for the precoder matrices. A
genetic algorithm (GA) is developed for designing the discrete
precoders and estimating the MIMO channel using this simpler
hardware, and its performance is compared to that of an existing
algorithm using phase shifters. It is shown that in spite of their
inherent simplicity, RF switches can be employed to estimate
channels as accurately as phase shifters, and thus hold potential
for a future class of hybrid massive MIMO transceivers.

The following notation is employed: A[n1,...,nK ] is the matrix
made of the nth1 , . . . , n

th
K columns of A, while A[m:n] is the ma-

trix made of its mth to nth columns, inclusively. CN (m,R) is a
complex Gaussian random vector with mean m and covariance
R, and U(a, b) is a random variable uniformly distributed on
the interval [a, b]. Finally, R+ = {x ∈ R |x ≥ 0}.

II. SYSTEM MODEL AND PROBLEM FORMULATION

The present work investigates pilot-based channel estimation
in a single-cell massive MIMO system for the case of uplink
transmission from single-antenna mobile stations (MSs) to a
multi-antenna BS. Under the time-division duplexing (TDD)
mode of operation and provided the coherence time of the radio
channels is large enough, knowledge of the uplink channels then
allows the downlink channels to be easily computed [13].

A. System Model

As shown in Fig. 1, the BS is equipped with N antennas
and L RF chains. An analog combiner is located between the
antennas and the RF chains, and the signals output from the
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Fig. 1. Block diagram of the system model, with a hybrid mmWave massive
MIMO base station and K single-antenna mobile stations.

RF chains are fed into a digital baseband processor. The analog
combiner can be implemented in different ways: if made of
phase shifters, the narrow-band signals from the antennas are
phase-shifted by different amounts, added together, and fed to
the RF chains; if built from switches instead, the antenna signals
can either go through different paths or be blocked, as will be
explained in Section III-A. In both cases, the analog combiner
is used to convert a signal vector with N components into
a lower-dimensional signal vector with L components, where
L < N . The lower-dimensional signal vector is then fed to
the RF chains, where its components are down-converted and
digitally sampled. The resulting digital signals are then fed to the
baseband processor, which completes the channel estimation.

For the sake of simplicity, the pilots used in this work are
assumed to be time-orthogonal: when one MS sends a pilot,
all the other MSs remain mute. This design greatly simplifies
the problem, allowing a single MS to be considered at a time,
while providing the same performance as other pilot designs [7].
Hence, the user indices are not used in the rest of this paper. The
uplink training process for channel estimation can be described
as follows. The MS sends to the BS T pilot symbols ϕt ∈ C,
t ∈ {1, . . . , T}, known beforehand and all satisfying |ϕt| = 1.
At time t, the BS receives signal vector

rt =
√
ρgϕt + ñt, (1)

where ρ ∈ R+ is the power of the pilot, g ∈ CN×1 represents
the uplink channel vector between the considered MS and the
BS, and ñt ∈ CN×1 is an additive white noise vector with zero
mean, unit variance, and complex circular Gaussian distribution,
i.e. ñt ∼ CN (0, IN ). After being processed by the analog
combiner and multiplied by the conjugate of the pilot symbol,
the signal received at the baseband processor is

yt = Ft(
√
ρgϕt + ñt)ϕ̄t = Ft(

√
ρg + nt), (2)

where Ft ∈ CL×N represents the analog combiner at time t
and nt = ϕ̄tñt ∈ CN×1 is a white noise vector with the same
statistics as ñt, i.e. nt ∼ CN (0, IN ). The T signals successively
received at the baseband combiner can be combined together by
defining the following vectors and matrices:

yc = [yT
1 ,y

T
2 , . . . ,y

T
T ]T, nc = [nT

1 ,n
T
2 , . . . ,n

T
T ]T,

Fc = [FT
1 ,F

T
2 , . . . ,F

T
T ]T, Fd = diag(F1,F2, . . . ,FT ),

where yc ∈ CLT×1, nc ∈ CNT×1, Fc ∈ CLT×N , and Fd ∈
CLT×NT . It then follows from (2) that

yc =
√
ρFcg + Fdnc. (3)

We model the unknown channel g as a random vector with

zero mean, i.e. E[g] = 0, and covariance matrix R = E
[
ggH

]
.

Without loss of generality, g is normalized as E
[
‖g‖2

]
=

tr(R) = N . We assume that the channel vector g and the
noise terms nt are uncorrelated, i.e. E

[
g nH

c

]
= 0. In our

simulations (Section IV), the following mmWave channel model
with limited scattering [4] is employed,

g =
1√
σ2
αP

P∑
p=1

αpa(θp), (4)

where P is the number of propagation paths from the MS to the
BS, αp ∼ CN (0, σ2

α) and θp ∼ U(0, 2π) are respectively the
complex gain and the angle of arrival (AoA) of the pth path, and
a(θ) ∈ CN×1 is the response vector of the antenna array used
at the BS in direction θ. All the path gains αp and AoAs θp
are statistically independent from each other. While the channel
estimation method developed herein can be applied to antenna
arrays of arbitrary shape, only uniform linear arrays (ULAs)
are considered for simplicity. For ULAs, the array response
returns a column vector whose nth entry is expressed as an(θ) =
ej(n−1) 2πd

λ sin θ, where θ is measured from a line perpendicular
to the array axis, d is the distance between the antennas, and λ
is the signal wavelength. Using the array response of the ULA
and the channel model defined in (4), it can be seen that matrix
R has rank at most P , with entries given by

[R](m,n) =
1

P

P∑
p=1

ej(m−n) 2πd
λ sin θp . (5)

B. Problem Formulation
The goal of this paper is to estimate the channel vector g

from the MS to the BS by producing an estimated channel ĝ
that is as close as possible to the real channel in the minimum
MSE sense. The problem is formulated as follows:

minimize
F1,...,FT ,W

E
[
‖g − ĝ‖2

]
(6)

subject to ĝ = Wyc

yc =
√
ρFcg + Fdnc

Ft ∈ F ∀t ∈ {1, . . . , T},

where W ∈ CN×TL represents the baseband processor and F
is the set of feasible matrices for the analog combiner, which
depends on the exact architecture used at the BS. To minimize
the MSE, it is possible to find an expression for the optimal W
in terms of the Ft, which is given by

Wopt =
√
ρRFH

c

(
ρFcRFH

c + FdF
H
d

)−1
. (7)

Using this expression and defining M(F) = E
[
‖g − ĝ‖2

]
=

E
[
‖g −Woptyc‖2

]
, where F = [F1, . . . ,FT ], the objective

function in (6) can be rewritten as

M(F) = tr
(
R− ρRFH

c

(
ρFcRFH

c + FdF
H
d

)−1
FcR

)
. (8)

C. Existing Solution with Phase Shifters

The optimization problem (6) is addressed in [7] for a
hybrid system with phase shifters as the analog components,
that is, where the feasible set for the analog matrices is
F =

{
ejθ
∣∣ θ ∈ [0, 2π[

}L×N
. The proposed approach begins

by temporarily discarding the constant-magnitude constraint
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(a) Switch configuration used for
B = {−1, 1}.
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(b) Switch configuration used for
B = {0,−1, 1}.

Fig. 2. Basic switch configurations that can be used in an analog combiner to
implement binary and ternary sets B of allowed values in the matrices St.

imposed on the entries of Ft, which is equivalent to replacing
the constraint set F by CL×N . Then, the optimal unconstrained
combiners are computed under the assumption of known chan-
nel covariance matrix R using one of several proposed methods,
including the so-called sequential optimization (SO) and alter-
nating optimization (AO). Finally, these combiners are projected
onto the original feasible set. That is, if the (l, n)th entry of the
tth optimal unconstrained combiner is [Fopt

t ](l,n) = rl,ne
jθl,n ,

where rl,n ∈ R+ and θl,n ∈ [0, 2π[, then the entry at the same
position in the projected combiner is [Fproj

t ](l,n) = ejθl,n .
In the case of phase shifters implemented with finite preci-

sion, the entries of the analog combiner matrices Ft must be
quantized, which amounts to selecting the closest element from
a finite subset of available points on the complex unit circle.
Specifically, the quantized subset consists of NQ = 2NB points
placed equidistantly along the circle, i.e. with angular separation
of ∆θ = 2π/NQ, and including the point 1 ∈ C, where NB is
the number of quantization bits.

III. PROPOSED SOLUTION WITH SWITCHING NETWORKS

A. Structural Elements

The solution proposed here to solve problem (6) uses analog
combiners that are implemented with switches instead of phase
shifters. The symbol S will thus be used instead of F for
notational convenience. The set of allowed values for the entries
of matrices St do not form a continuous set as it is the case for
phase shifters. It is instead a discrete set B, which can contain
zero and points from the complex unit circle. The exact elements
of B depend on the type of switches being used.

Two different types of switches are shown in Fig. 2. A
configuration implementing the set B = {−1, 1} with a signal
inverter is shown in Fig. 2a, while a configuration implementing
the extended set B = {0,−1, 1} is shown in Fig. 2b. To
include more possibilities, we propose equipping the antennas
with signal splitters that output the in-phase and quadrature
components separately. Using these devices with signal inverters
allows a new architecture to be built that makes possible the
inclusion of the imaginary unit and its inverse in the set
of allowed values. Two switch configurations based on this
architecture are depicted in Fig. 3. Fig. 3a shows a switch
implementing B = {−1, 1,−j, j} while Fig. 3b shows a switch
implementing B = {0,−1, 1,−j, j}. It is important to note that
the switching elements for the in-phase and quadrature branches
in these switches must be in the same respective position, as
emphasized by the vertical dashed line.

We finally note that in our approach, any antenna can be
connected to any RF chain via a switching element. That is, the
matrices St are not constrained to have a maximum number of
non-zero entries per row.

IOut
-1 IIn

QOut
-1 QIn

(a) Switch configuration used for
B = {−1, 1,−j, j}.

IOut
-1

IIn

QOut
-1

QIn

(b) Switch configuration used for
B = {0,−1, 1,−j, j}.

Fig. 3. Switch configurations for the new architecture in Section III-A, which
can be used to implement richer sets B of possible values for the matrices St.

B. Problem Formulation with Switches

Using the hybrid analog/digital architecture provided by
the RF switches and defining the T -tuple of matrices S =
[S1, . . . ,ST ], the optimization problem (6) can be rewritten as

minimize
S

M(S)

subject to S ∈ BL×N×T , (9)

where the objective function is

M(S) = tr
(
R− ρRSH

c

(
ρScRSH

c + SdS
H
d

)−1
ScR

)
(10)

and Sc and Sd are defined the same way as Fc and Fd. This
new problem is more challenging to solve than (6) because the
feasible set is discrete rather than continuous. However, this
complexity contrasts with the simplicity of the hardware used
for implementing the solution. Switches are indeed simpler than
the phase shifters considered in the original problem, and they
are faster, more affordable, and consume less power [10].

Once the matrices S1, . . . ,ST have been determined, they can
be used to obtain the channel estimate in the same way as in
the case with phase shifters. Specifically, ĝ = Woptyc, where
Wopt is the optimal baseband processor in (7), but with Fc and
Fd replaced with Sc and Sd, respectively

C. Channel Estimation using Genetic Algorithm

The solution proposed here to solve problem (9) is a genetic
algorithm (GA). As part of the larger class of evolutionary
algorithms, a GA generates a set, called population, of feasible
points, called individuals. At the nth iteration, the population
Pn evolves into a new one, Pn+1, in which the individuals are
ideally closer to an optimum of the objective function [14]. GAs
are interesting tools for optimization because they do not require
any particular assumption on the solutions and can be adapted
to solve a wide variety of problems, e.g., to configure seismic
dampers [15], to reduce the risks of terrorism and piracy [16],
and to optimize transportation [17], [18].

In GAs, a new population is produced from the previous one
by means of selection, crossover, and mutation, as follows:

• Selection, or elitism, consists of taking individuals of the
previous, or old, population and inserting them directly into
the new population. The individuals that are selected are
usually the best ones in terms of a selected cost function.

• Crossovers consist of selecting pairs of individuals from the
old population, called parents, and for each pair selecting and
swapping parts of them to create two new individuals.

Authorized licensed use limited to: McGill University. Downloaded on December 09,2022 at 13:38:03 UTC from IEEE Xplore.  Restrictions apply. 



• Mutations consist of choosing individuals from the old pop-
ulation, changing some of their features, called genes, and
inserting the modified individuals into the new population.

In the GA presented here to solve the combinatorial problem
(9), the population Pn consists of the collection of Mn different
T -tuples S

(n)
m taken from the feasible sets BL×N×T , where

m ∈ {1, 2, . . . ,Mn} and Mn is the population size at the nth

iteration. At each iteration, the current population Pn is updated
to Pn+1 by applying a combination of the mechanisms intro-
duced above. Specifically, when a new population is produced,
the individuals from the old population are first sorted according
to their MSE, as defined in (10), and the best ones are used to
produce the next population as follows:

• The MS
n individuals with the lowest MSE are selected without

modification, where MS
n ∈ {0, . . . ,Mn} is an integer.

• The MC
n individuals with the lowest MSE are used to perform

the crossover, where MC
n ∈ {0, . . . ,Mn}. If MC

n is even,
these individuals are paired sequentially to form parents. For
each pair, two new individuals, called children, are created
by random crossover. In the first child, each entry of the
matrices St is taken from one of the parents with probability
p = 1

2 . Then for the second child, the corresponding entry is
selected from the other parent. If MC

n is odd instead, MC
n +1

individuals are used to form parents, but the (MC
n +1)th child

produced is discarded.
• The MM

n individuals with the lowest MSE are chosen for
the mutation process, where MM

n ∈ {0, . . . ,Mn}. The mu-
tation is carried on for each entry of the matrices St with
probability µ. If the mutation occurs, it consists of replacing
the corresponding entry by an equiprobable random element
taken from the set B of allowed values.

The iterative process continues until there is no improvement
in the best or the average MSE for a given number cmax of
iterations. The GA, presented in Algorithm 1, takes as input
the dimensions L and N of the matrices St and their number
T , and the set B of allowed values. It also depends on the
following parameters: the initial size M0 of the population; the
shrinking parameter α ∈ ]0, 1], from which the population size
at iteration n is computed as Mn = dM0α

ne; the proportions
mS,mC,mM ∈ [0, 1] of the population created by each of the
three evolution mechanisms (satisfying mS + mC + mM = 1),
from which MS

n = bmSMne, MC
n = bmCMne, and MM

n =
bmMMne are computed, where bxe is x rounded to the nearest
integer; the mutation probability µ ∈ [0, 1]; and the number cmax
of iterations without improvement before the algorithm stops.

The overall computational complexity of the GA can be
obtained by evaluating the number of operations (ops) at each
iteration. To simplify this analysis, we assume that LT = N ,
a practical condition needed to estimate all the parameters
of the channels, and that the population size Mn = M0

remains constant during the iterative process (i.e., α = 1).
At each iteration, computing the MSE (10) of each individual
requires 10.3N3 + O(N2) ops, implementing the selection,
crossover and mutation procedures requires M0O(N2) ops,
and sorting the population with respect to the MSE requires
2M0 log2M0+O(M0) ops. Hence, assuming that the algorithm
stops at nmax iterations, the total complexity of the GA is given
by nmaxM0(10.3N3 + 2 log2M0 +O(N2)) ops.

Algorithm 1: Genetic algorithm applied to finding analog
combiners for switching networks

Input: L, N , T , B
GA Parameters: M0, α, mS, mC, mM, µ, cmax

1 n← 0

2 Generate initial population Pn = {S(n)
1 , . . . ,S

(n)
Mn
} with each

entry in each individual equiprobably picked from B
3 Sort in increasing MSE order: M(S

(n)
1 ) ≤ . . . ≤M(S

(n)
Mn

)

4 Save Mmin
best ←M(S

(n)
1 ), and Mbest ← 1

Mn

∑Mn
m=1M(S

(n)
m )

5 c← 0
6 while c < cmax do
7 n← n+ 1
8 Mn = dM0α

ne
9 MS

n = bmSMne, MC
n = bmCMne, MM

n = bmMMne
10 // Selections:

11 Copy the MS
n best individuals from Pn−1 to Pn

12 // Crossovers:

13 Take the MC
n best individuals of Pn−1 to form parents

14 For each consecutive pair, produce children following the
method in Subsection III-C, and store them in Pn

15 // Mutations:

16 Copy the MM
n best individuals from Pn−1 to Pn and

randomly replace entries as described in Subsection III-C
17 // Evaluation of the new population:

18 Sort by MSE, so that M(S
(n)
1 ) ≤ . . . ≤M(S

(n)
Mn

)

19 Save Mmin
n =M(S

(n)
1 ), Mn = 1

Mn

∑Mn
m=1M(S

(n)
m )

20 if Mmin
n <Mmin

best or Mn <Mbest then
21 c← 0
22 if Mmin

n <Mmin
best then

23 Mmin
best ←Mmin

n

24 Sbest ← S
(n)
1

25 if Mn <Mbest then
26 Mbest ←Mn

27 else
28 c← c+ 1

Output: Analog combiners for switching networks Sbest

IV. SIMULATION RESULTS

In this section, the performance of the proposed GA for
precoder design and channel estimation in switch-based hybrid
massive MIMO systems is evaluated by computer simulations.
The BS is equipped with a ULA of N omni-directional antenna
elements with half-wavelength spacing, i.e. d = λ/2, where
N ∈ {16, 32, 64}. The other system parameters are set as
follows: L = 8 RF chains, T ∈ {1, 2, 4} training pilots,
and P = 6 propagation paths. In [7], it is demonstrated that
SO achieves the same performance as AO but with lower
complexity; hence it is used as a benchmark. SO minimizes
the cost function (8) over the feasible set FT = {eθ}L×N×T

and the analog combiner uses phase shifters; whereas the GA
minimizes the function (10) over the set BL×N×T , where the
analog combiner uses switches.

Our implementation of the GA uses an initial population
M0 = 500 and a shrinking parameter α = 0.98, with mS = 0.1,
mC = 0.5, and mM = 0.4. The maximum number of strikes is
set as cmax = 5 and the mutation probability is µ = 2.5 · 10−3.
For the SO method, the analog combiners computed by the
algorithm are normalized and quantized to the required number
NB of bits, as described in Section II-C. Unless otherwise
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Fig. 4. MSE of the population versus iteration number of the GA. The blue
dots are the MSEs of the individuals and the red crosses are the population
averages at each iteration.
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Fig. 5. NMSE versus SNR for the GA and the SO method with 1-bit
quantization, for T = 1 pilot symbol and different numbers N of antennas.

specified, NB is chosen so that the number of possibilities for
the phase angles matches the number of allowed values in the
set B for the switches.

For both algorithms under comparison, the channel covari-
ance matrix R is assumed to be known beforehand at the BS.
For a discussion on how to estimate this matrix in practice, see
[7]. In our simulations, R is computed using (5) with a fixed
number P = 6 of paths and given sets {θ1, . . . , θP } of AoAs
independently generated with distribution U(0, 2π). Matrix R
is used to generate synthetic data, as well as to implement the
channel estimators under study. The true channel vectors in the
simulations are generated as g = R1/2h, where h ∼ CN (0, IN )
is used to model the small-scale fading. The signal yc received
at the baseband processor is then obtained using (3), where
the noise nc ∼ CN (0, INT ) and the pilot power ρ provide
the desired SNR level. Matrix R is also used by the SO and
GA methods in their respective cost functions (8) and (10) to
determine the optimal combiner matrices. Channel estimation is
then achieved by applying the transformation ĝ = Wopt yc to
the received data yc, using the optimal Wopt in (7).

The accuracy of the channel estimates computed by the
two algorithms is evaluated in terms of the normalized mean
square error (NMSE) between the real and the estimated channel
vectors. Specifically, for each point in the figures below (except
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Fig. 6. NMSE versus SNR for the GA and the SO method with 2-bit
quantization for T = 1 pilot symbol and different numbers N of antennas.
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Fig. 7. NMSE versus SNR for the GA and the SO method with 2-bit
quantization for different numbers T of pilot symbols and N = 32 antennas.

Fig. 4), we first generate N1 = 20 different sets {θ(i)1 , . . . , θ
(i)
P }

of AoAs and their corresponding covariance matrices Ri, where
i ∈ {1, . . . , N1}. For each Ri, N2 = 5, 000 different channel re-
alizations gi,j = R

1/2
i hj are generated, where hj ∼ CN (0, IN )

and j ∈ {1, . . . , N2}. Then, for each gi,j , the estimated channel
ĝi,j is computed. Finally, the NMSE is evaluated as

NMSE =
1

N1N2

N1∑
i=1

N2∑
j=1

‖gi,j − ĝi,j‖2

‖gi,j‖2
. (11)

Fig. 4 shows an example of the MSE performance of the
population during the optimization process as the GA finds
better individuals at each iteration, for a single realization of the
algorithm. It can be seen that the performance improves until
it stalls towards the end. The algorithm stops when the average
MSE and the best MSE do not improve for cmax iterations. The
typical run time of the GA exceeds that of the SO method.
However, since it is based on switches, it lends itself to more
flexible and less costly implementation. Also, as shown below,
the GA offers more accuracy than the SO method.

Figures 5 and 6 show the NMSE versus SNR performance
of the two methods for T = 1 pilot symbol and different
numbers N of antennas with 1-bit and 2-bit quantization in the
analog combiner, respectively, corresponding to B = {−1, 1}
and {−1, 1,−j, j} in the case of the GA. It can be seen that
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Fig. 8. NMSE versus SNR for the GA with different sets B of allowed values,
for T = 1 pilot symbol, N = 64 antennas and SNR = 0 dB.

the GA outperforms the SO method in both figures. In the 1-bit
case, in particular, the GA requires half the number of antennas
as the SO to offer a similar performance.

In Fig. 7, the comparison is carried out for different numbers
T of pilot symbols and N = 32 antennas with 2-bit quantization.
The figure shows that regardless of the number of pilot symbols,
the GA is consistently more accurate than the SO method,
leading to an SNR gain of about 0.8 dB. Fig. 8 compares the
performance of the GA for the different switch types presented
in Section III-A, for the case of T = 1 pilot and N = 64
antennas. Using more complex switches, corresponding to larger
sets B, allows more possible values for the entries of the analog
combiner, and thus provides better channel estimates.

Fig. 9 compares the performance of the GA to that of the
SO method with different numbers of quantization bits in the
phase shifters, for T = 2 and N = 32. The GA uses the
switch configuration shown in Fig. 3b, corresponding to the
set B = {0,±1,±j}, with two different values of the shrinking
parameter, i.e. α = 0.98 and 1. We note that the GA using the
above 5-state switch (≈ 2.3 bits) and α = 1 performs better
than the SO method with infinite resolution phase shifters.

V. CONCLUSION

We addressed the problem of uplink channel estimation in
hybrid analog/digital massive MIMO systems for mmWave
communications. An alternative architecture was introduced
with RF switches as opposed to the phase shifters in the
conventional literature, to reduce system cost and implemen-
tation complexity. The channel estimation was formulated as a
combinatorial optimization problem, seeking to minimize the
MSE between the real and estimated channels over a finite
set of allowed values for the switches. A genetic algorithm
(GA) was developed for solving this problem and obtaining the
MIMO channel estimates. Simulations results confirmed that the
proposed architecture can estimate channels as accurately, if not
more, as existing hybrid methods using phase shifters.
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