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Joint Beamforming and Jamming Design for
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Abstract— This paper addresses the design of joint beamform-
ing and jamming for a millimeter wave (mmWave) information
surveillance system where a suspicious transmitter in the network
sends messages to a suspicious receiver under the supervision
of a surveillant controller (SC), which not only carries out the
duty of a base station or other access point, but also legitimately
monitor the suspicious link. Specifically, we seek to maximize
the effective monitoring rate for information surveillance by
jointly optimizing the analog transmit and receive beamform-
ing vectors of the suspicious link, the analog jamming and
monitoring beamforming vectors at the SC and the jamming
signal’s power level under transmit power, successful monitoring,
and self-interference power constraints at the SC, along with
unit modulus constraint on the elements of the radio frequency
analog beamforming vectors. The resulting optimization problem
is quite challenging due to the tight coupling of the design
variables in the objective function and constraints. To solve it,
we develop a novel algorithm based on the penalty dual decom-
position (PDD) technique, where the exacting constraints are
penalized and dualized into the objective function as augmented
Lagrangian components. The proposed PDD-based algorithm
performs double-loop iterations, i.e., the inner loop resorts to the
concave–convex procedure to update the optimization variables;
while the outer loop adjusts the Lagrange multipliers and penalty
parameter of the augmented Lagrangian cost function. We show
that the proposed PDD-based joint beamforming and jamming
algorithm converges to a stationary solution of the original
problem. Based on our simulation results, the proposed algorithm
achieves significantly better performance than the conventional
beamforming and jamming algorithms.

Index Terms— Analog beamforming, multiple antennas,
mmWave system, wireless information surveillance, penalty dual
decomposition.
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I. INTRODUCTION

M ILLIMETER wave (mmWave) communications with
operating frequency in the range from 30 to 300GHz

have become a key enabling technology for 5G networks
and beyond, as they hold the potential to mitigate spec-
trum shortage and significantly increase data transmission
rates [1]–[4]. Moreover, the very small wavelength of
mmWave signals enables the packing of a large number of
miniaturized antennas in physical devices with small dimen-
sions. Hence, the application of multiple antenna techniques
in mmWave systems is currently the focus of great attention
within the research community [5]–[8]. Due to the large
fabrication costs of radio frequency (RF) chains and analog-
to-digital (A/D) converters at such high frequencies, the tradi-
tional fully digital transceiver architecture cannot be utilized
in mmWave-based multiple antenna systems. As an alterna-
tive, a hybrid transceiver structure, consisting of a baseband
multi-channel processor followed by RF analog beamform-
ers, has been widely adopted since it allows to employ a
much smaller number of RF chains than that of antenna
elements.

A common method for hybrid transceiver implementation
(in particular for analog beamformers) is to use analog phase
shifters [9]–[12]. In this case, a unit modulus constraint will
be imposed on the elements of the analog beamforming
matrices. Some distinctive algorithms have been proposed
in [11]–[15] to design RF analog beamformers. The studies
in [11], [12] developed an orthogonal matching pursuit (OMP)
algorithm, where the columns of the analog beamforming
matrix can be selected from the array response vectors of
the channel matrices. As an extension of the OMP, an analog
beamforming design algorithm based on channel matching has
been proposed in [13]. In addition, to optimize the analog
beamformers under the unit modulus constraint, an alternating
algorithm based on manifold optimization has been proposed
in [14] and [15].

The explosive growth in the number and types of mobile
devices in current and future wireless networks requires inno-
vative physical layer security (PLS) techniques to enhance
the secrecy performance in the presence of malicious eaves-
droppers [16]–[18]. Besides, the wide availability of exten-
sive wireless services at low cost facilitates the cooperation
between criminals or terrorists, therefore posing significant
threats on national security. Thus, in order to resist crimes
or terrorist attacks, there is a growing need for government
agencies worldwide to legitimately monitor (i.e. proactive
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Fig. 1. Millimeter wave surveillance system.

eavesdropping) any suspicious communication links and detect
abnormal behaviors within commercial wireless networks.
As mentioned in [19], a terrorist surveillance program has
been conducted by the National Security Agency (NSA)
of the USA to legitimately monitor wireless devices, and
the US military has adopted jammers to protect travelling
convoys from mobile phone triggered roadside bombs. This
recent trend has motivated a paradigm shift from traditional
PLS to so-called wireless surveillance systems. In the latter,
a legitimate eavesdropper (also referred to as a surveillant
controller or monitor in the sequel) is employed to control and
supervise the transmission between the suspicious transmitter
and receiver for successful monitoring. A direct approach for
surveillance is passive eavesdropping, where the legitimate
monitor remains silent to listen to the suspicious links, and
does not transmit any jamming signals. This method is suitable
when the legitimate monitor is close to the suspicious trans-
mitter, so that the transmitted information can be decoded suc-
cessfully, but does not apply when the transmitter is far-away.
To overcome this limitation, several alternative schemes have
been proposed for wireless information surveillance [20]–[26].
The design of a full-duplex legitimate monitor is addressed
in [20], where the aim is to optimally allocate the jamming
signal power in order to maximize either the monitoring
non-outage probability or the monitoring rate under perfect
self-interference cancelation and global channel state informa-
tion (CSI) for all relevant links. In [21], the optimal jamming
power at the legitimate monitor is selected to maximize the
average monitoring rate over Rayleigh fading channels, given
only the channel distribution information (CDI). This work is
further extended in [22] by considering the use of multiple
antennas at the surveillant controller (SC). Subsequently, [23]
considers the design and performance analysis of a legitimate
multi-antenna surveillance system, where the jamming power
and beamforming vectors at a multi-antenna SC are adjusted
to maximize the monitoring non-outage probability. Three
possible spoofing relay strategies are proposed in [24] to

maximize the achievable monitoring rate. Furthermore,
information surveillance in a relaying sub-network is inves-
tigated in [25] and [26] for the half-duplex mode of
operation.

Considering that mmWave is a promising technology for
next generation wireless communications, which offers the
potential communication channels with larger bandwidth and
cellular networks with higher capacity, there is a great need to
investigate information surveillance within the framework of
mmWave systems. However, due to hardware constraints of
mmWave transmitters and receivers, the design of mmWave
information surveillance systems is far more challenging than
for traditional wireless systems operating at lower frequencies,
and to the best of our knowledge, it has not yet been addressed
in the literature.

In this paper, we investigate information surveillance in a
device-to-device mmWave system where a suspicious trans-
mitter in the network sends messages to a suspicious receiver
under the supervision of a surveillant controller (SC), as shown
in Fig. 1. We focus on a single data stream transmission
scenario and assume that the suspicious transmitter, suspicious
receiver and legitimate SC are all equipped with multiple
antennas. The transmit and receive antennas at the SC are
assumed to be separately located, so that the self-interference
can be adequately limited by means of state-of-the-art self-
interference cancellation techniques [27]–[30]. In addition,
due to practical constraints on mmWave hardware mentioned
earlier, the transmit and receive antenna arrays in the system
are assumed to each comprise a single RF chain. The SC not
only carries out the duty of a base station but also legitimately
monitors the suspicious transmission link. We consider the
joint optimization problem for the suspicious transmitter and
receiver’s analog beamforming vectors, the SC’s analog jam-
ming and monitoring beamforming vectors, and the jamming
signal’s power level, where the aim is to maximize the effective
monitoring rate under transmit power, successful monitoring
and self-interference power constraints at the SC, as well as
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a unit modulus constraint on the entries of all the analog
beamforming vectors.

It is difficult (if not impossible), to globally solve the
resulting optimization problem since the optimized variables
are highly coupled in both the objective function and con-
straints. By introducing a set of auxiliary variables and equality
constraints, we first recast this problem into an equivalent
but more tractable form. We then propose a new algorithm
based on the innovative penalty dual decomposition (PDD)
technique [31], [32] to handle the problematic coupled con-
straints and jointly optimize the analog beamforming vectors
and the jamming signal’s power level. With the aid of the
PDD optimization method, we penalize and dualize the newly
introduced equality constraints into the objective function as
augmented Lagrangian components [33], [34]. The resulting
augmented Lagrangian problem is then optimized via a novel
iterative algorithm with a double-loop structure. In the inner
loop, we resort to the concave-convex procedure (CCCP)
[35]–[37] to update the optimization variables in a block
coordinate descent (BCD) fashion; while in the outer loop,
we adjust the Lagrange multipliers and penalty parameter
of the augmented Lagrangian cost function. The proposed
PDD-based algorithm is shown to converge to a station-
ary solution of the original optimization problem. We also
analyze the computational complexity of the proposed
algorithm.

This paper is organized as follows. Section II briefly
describes the system model and formulates the optimization
problem of interest. Section III presents the new PDD-based
joint beamforming and jamming design algorithm and dis-
cusses its complexity and convergence behavior. Supporting
simulation results are presented in Section IV and finally,
conclusions are drawn in Section V.

Notations: Scalars, vectors, and matrices are respectively
denoted by lower case, boldface lower case, and boldface
upper case letters, respectively. Im represents an identity
matrix with dimension m×m, and 0m×n denotes an all-zero
matrix with dimension m×n. For a matrix A, AT , A∗, AH

and ‖A‖ denote its transpose, conjugate, conjugate transpose
and Frobenius norm, respectively. For a square matrix A,
Tr(A) and A(i, i) denote its trace and the ith diagonal ele-
ment, respectively. For a vector a, ‖a‖ represents its Euclidean
norm and a(i) denotes the ith element. E[.] denotes the sta-
tistical expectation. �{.} (�{.}) denotes the real (imaginary)
part of a variable. diag{a1, . . . , an} denotes a square diagonal
matrix with a1, . . . , an on the diagonal. The operator vec(·)
stacks the elements of a matrix in one long column vector. | · |
denotes the absolute value of a complex scalar. The symbol
⊗ denotes the Kronecker product. Cm×n (Rm×n) denotes
the space of m × n complex (real) matrices. CN (δ, σ2) rep-
resents a complex Gaussian distribution with mean δ and
variance σ2.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we first introduce the mmWave surveillance
system under study and then formulate the corresponding
design problem.

A. System Model

As illustrated in Fig. 1, consider a device-to-device infor-
mation surveillance system, where a suspicious transmitter
communicates with a suspicious receiver under the supervision
of an SC at mmWave frequency. All three entities are part
of a larger wireless network, with the SC (which can be a
base station or some other type of access point) serving as a
legitimate monitor. We focus on a single data stream transmis-
sion scenario and assume that the suspicious transmitter and
receiver are equipped with Nt and Nr antennas, respectively.
The SC is equipped with Mr receive antennas for monitoring
and Mt transmit antennas for sending jamming signals1 and
operates in a full-duplex mode, allowing to jam and monitor
at the same time. Considering the large fabrication cost of
RF chains in mmWave systems, we assume that the suspicious
transmitter and receiver and the SC are all equipped with a
single RF chain.

We define u ∈ CNt×1 as the analog transmit beamforming
vector at the suspicious transmitter and v ∈ C

Nr×1 as the ana-
log receive beamforming vector at the suspicious receiver, and
define w ∈ CMr×1 and p ∈ CMt×1 as the analog monitoring
and jamming beamforming vectors, respectively, at the SC.
Since the transmit and receive beamformers are implemented
by using low-cost phase shifters in the analog domain, every
element of all the analog beamforming vectors follows the
unit modulus constraint [9]–[12]. At a given symbol time
instance, the received signal vector at the suspicious receiver,
y ∈ CNr×1, can be expressed as

y = H1ub + H3pf + n1 (1)

where b denotes the symbol emitted by the suspicious trans-
mitter, which is modeled as a zero-mean circular complex
Gaussian random variable with variance σ2

b = E[|b|2],
f denotes the jamming symbol sent by the SC, which is
modeled as a circular complex Gaussian random variable
with zero mean and variance σ2

f = E[|f |2], H1 ∈ CNr×Nt

and H3 ∈ CNr×Mt denote the mmWave channel matrices2

of the suspicious communication link and of the jamming
link, respectively, and n1 ∈ CNr×1 is the additive zero-
mean circular complex Gaussian noise vector at the suspicious
receiver with covariance matrix E[n1nH

1 ] = σ2
1INr , where

σ2
1 denotes the noise variance.
We assume that the transmit and receive antennas at the

SC are separately located. By properly using self-interference
cancellation techniques [27]–[30], the residual self-
interference to the SC’s receive antennas, ns, can be mode-
led as a zero-mean Gaussian additive noise with covariance
matrix E[nsnH

s ] = σ2
sIMr provided [30] the following

constraint is met:

E[‖H4pf‖2] = σ2
f‖H4p‖2 ≤ δ, (2)

1The SC purposely sends jamming signals to interfere with the suspicious
transmission link, so as to decrease the achievable data rate at the suspicious
receiver, while improving the monitoring ability of the SC, as further explain
below.

2In this work, we consider a narrowband propagation where all the channels
are assumed to be exhibit flat fading.
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where H4 ∈ CMr×Mt denotes the mmWave channel matrix of
the residual self-interference link3 between the transmit and
the receive antennas at the SC and δ denotes the maximum
tolerable self-interference power. Therefore, the received
signal vector at the SC is given by

y(M) = H2ub + n2 + ns, (3)

where H2 ∈ CMr×Nt denotes the mmWave channel matrix
of the monitoring link between the suspicious transmitter
and the SC receiver, while n2 ∈ CMr×1 denotes the additive
zero-mean circular complex Gaussian noise vector at the SC
with covariance matrix E[n2nH

2 ] = σ2
2IMr , where σ2

2 denotes
the noise variance.

The SC is intended to carry out the following duties:
1) In the role of base station, it provides the required

signalling and algorithm implementation services for the
suspicious device-to-device transmission link. Due to
hardware limitation of mobile devices, the coefficients
of the analog transmit and receive beamforming vectors,
u and v, are optimized at the SC and then fed to the
suspicious transmitter and receiver through signalling
channels for communications.

2) In the role of legitimate monitor, it optimizes the analog
monitoring and jamming beamforming vectors at the SC,
i.e., w and p, and adjust the jamming power level σf in
order to efficiently overhear the suspicious transmission
link.

In this scenario, the channel capacity of the suspicious
transmission link will be

RD = log
(
1 + γ0

)
, (4)

where γ0 denotes the signal-to-noise ratio (SNR) at the sus-
picious receiver, which can be expressed as

γ0 =
|vHH1u|2σ2

b

σ2
1Nr + σ2

f |vHH3p|2 . (5)

In (5), the unit modulus constraint of the analog beamforming
vectors has been used. Similarly, the capacity of the monitor-
ing channel will be

RM = log
(
1 + γ1

)
, (6)

where γ1 denotes the SNR at the SC and can be expressed as

γ1 =
|wHH2u|2σ2

b

σ2
2Mr + σ2

sMr
. (7)

From [22], if RM ≥ RD, the effective monitoring rate will be
R̃ = RD; otherwise, i.e. RM < RD , it is impossible for the
SC to decode the information from the suspicious transmitter
without errors and the effective monitoring rate will be R̃ = 0.

Note that if the SC benefits from a better channel condition
than the suspicious receiver, it can overhear the suspicious
link without the need to send jamming signals. Otherwise,
the SC has to send jamming signals or purposely degrade

3Here, we assume that the SI power level is first mitigated to an accept-
able level based on hardware-aided FD interference cancellation techniques,
such as those exposed in [27]–[30]. Then, we jointly optimize the analog
beamforming vectors and the jamming signal’s power level with the proposed
PDD-based algorithm to handle the residual SI.

the beamforming vector v used by the suspicious receiver to
make RM ≥ RD, as needed for efficient monitoring. In this
work, we propose a general joint beamforming and jamming
algorithm in order to optimize the functionality of the SC in
carrying the above tasks.

B. Problem Formulation

The SC aims to jointly optimize the analog beamforming
vectors, i.e., u, v, w and p, and the jamming power level σ2

f

so that the monitoring rate is maximized. By taking the
successful monitoring condition into account, i.e. RM ≥ RD,
the problem can be formulated as

max
u,v,w,p,σf

log
(

1 +
|vHH1u|2σ2

b

σ2
1Nr + σ2

f |vHH3p|2
)

(8a)

s.t. 0 ≤ σf ≤
√

Pt

Mt
(8b)

|wHH2u|2
σ2

2 Mr + σ2
sMr

≥ |vHH1u|2
σ2

1Nr + σ2
f |vHH3p|2 (8c)

σ2
f‖H4p‖2 ≤ δ (8d)

|u(i)| = 1, |v(i)| = 1, |w(i)| = 1, |p(i)| = 1, ∀i,

(8e)

where constraints (8b) and (8c) reflect the bounded transmit
power budget of the SC and the successful monitoring con-
dition, respectively. The suppressible self-interference power
constraint is shown in (8d). The last four sets of unit modulus
constraints in (8e) are due to the fact that all the analog
transmit and receive beamformers are implemented using low-
cost phase shifters.

As we can see from (8), the design variables are highly
coupled in the objective function and constraints and accord-
ingly, it is in general difficult to find the global optimal
solution. In the following section, we propose an efficient joint
design algorithm that can find a local stationary solution of
the original problem by applying proper convex optimization
techniques. In order to implement the proposed algorithm,
we assume that the CSI of all links is available at the SC.
In practice, the residual self-interference channel matrix H4

and the monitoring channel matrix H2 can be estimated at
the SC. Assuming that the suspicious user, which is part
of the network, respects the transmission protocols in place
to avoid being detected, the suspicious transmission channel
matrix H1 and jamming channel matrix H3 will be estimated
at the suspicious receiver using standard techniques and fed
back to the SC (which operates as a legitimate base station)
through dedicated signaling channels.

III. JOINT BEAMFORMING AND JAMMING DESIGN

In this section, we propose to employ the PDD optimization
framework, as summarized in Appendix A, to address prob-
lem (8). By applying the PDD technique, we first obtain an
alternative formulation to (8) where a number of augmented
Lagrangian terms are incorporated into the objective in order
to handle highly coupled constraints. We then develop an
efficient CCCP algorithm to solve the augmented Lagrangian
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problem in the inner loop of the PDD algorithm. In particular,
in order to approximate this latter problem as a convex one,
a locally tight lower bound for the objective function is
derived while linearization is employed to approximate the
nonconvex constraint. Finally, we summarize the PDD-based
joint beamforming and jamming algorithm and analyze its
computational complexity.

A. Augmented Lagrangian Problem

Let h1 � vec(H1) and h3 � vec(H3), so that we have
vHH1u = (uT ⊗ vH)h1 and vHH3p = (pT ⊗ vH)h3,
and define Ã � h1hH

1 , B̃ � σ2
1

Mt
I + σ2

fh3hH
3 and σ̄ �

σ2
2Mr + σ2

sMr. By introducing a set of auxiliary variables
{t̃ ≥ 0, t, ũ, p̃, x, p̄}, problem (8) can be equivalently con-
verted into4

max
u,v,w,p,σf ,

p̄,x,ũ,p̃,t,t̃≥0

t (9a)

s.t. 0 ≤ σf ≤
√

Pt

Mt
(9b)

|x|2 ≥ σ̄t2 (9c)

‖H4p̄‖2 ≤ δ (9d)

|u(i)| = 1, |v(i)| = 1, |w(i)| = 1, |p(i)| = 1, ∀i

(9e)

‖Ã 1
2 ũ‖ = t‖B̃ 1

2 p̃‖, p̄ = σfp, x = wHH2u,

(9f)

ũH = uT ⊗ vH , p̃H = pT ⊗ vH , t = t̃, (9g)

where the equality constraints shown in (9f) and (9g) are
introduced to apply the PDD technique.

The equality constraint ũH = uT ⊗ vH is equivalent to
ũHAk = vH(aT

k u), ∀k ∈ {1, . . . , Nt}, while the equality
constraint p̃H = pT⊗vH is equivalent to p̃HBk = vH(bT

k p),
∀k ∈ {1, . . . , Mt}, where we define the following selection
matrices and vectors:

Ak � [0Nr×(k−1)Nr
, INr ,0Nr×(Nt−k)Nr

]T

ak � [01×(k−1), 1,01×(Nt−k)]T

Bk � [0Nr×(k−1)Nr
, INr ,0Nr×(Mt−k)Nr

]T

bk � [01×(k−1), 1,01×(Mt−k)]T . (10)

Based on the PDD optimization method (see Appendix A),
we take all the equality constraints in (9g) into account by
augmenting the objective function with Lagrange multipliers
λ1, λ2, λ3, {λ4,k}, {λ5,k} and λ6 along with a penalty
parameter ρ. Therefore, the augmented Lagrangian problem
can be formulated as (11), as shown at the top of the next page.
The proposed PDD-based algorithm exhibits a double-loop
structure, where the outer loop updates the dual variables and
the penalty parameter while the inner loop seeks to optimize
the primal variables by solving problem (11). The key to the
PDD method is the inner iterations for solving augmented
Lagrangian problems.

4Note that here we used the fact that p̃H p̃ = MtNr , which follows from
the unit modulus constraint for each element of the analog beamforming
vectors.

B. Proposed CCCP Algorithm for Solving Problem (11)

It is challenging to deal with problem (11) directly due to the
difficulties caused by the term

(‖Ã 1
2 ũ‖− t‖B̃ 1

2 p̃‖+ρλ1

)2
in

the objective function and by the nonconvex constraint in (9c).
In the following, we develop an efficient CCCP algorithm
to solve (11) in the inner loop of the PDD optimization
framework. In order to obtain a more tractable and convex
problem, we first find a locally tight lower bound for the
objective function and then linearize the nonconvex constraint
based on the CCCP concept [35]–[37].

Let us define the following real vectors and matrices:
ũeq � [�{ũT },�{ũT}]T , p̃eq � [�{p̃T },�{p̃T}]T ,

Aeq �
[�{Ã} −�{Ã}
�{Ã} �{Ã}

]
, (12)

Beq �
[�{B̃} −�{B̃}
�{B̃} �{B̃}

]
. (13)

Then problem (11) can be equivalently formulated as (14),
as shown at the top of the next page, where C1, C2, D1 and
D2 are selection matrices defined as C1 � [INtNr ,0NtNr ],
C2 � [0NtNr , INtNr ], D1 � [IMtNr ,0MtNr ], D2 �
[0MtNr , IMtNr ].

First, to find a tight bound on the term 2t‖A 1
2
eq

ũeq‖‖B
1
2
eqp̃eq‖ in the objective function of problem (14),

we need the following lemma, which can be directly proved
by the Cauchy-Schwartz inequality.

Lemma 1: For real vectors x, y, x̃ and ỹ, the following
inequality holds true:

‖x‖‖y‖ ≥ 1
‖x̃‖‖ỹ‖xT x̃ỹT y, ∀x̃ 
= 0, ỹ 
= 0, x, y, (15)

with equality satisfied at x = x̃ and y = ỹ.
Let ũi

eq and p̃i
eq denote the values of ũeq and p̃eq in the

ith iteration of the CCCP algorithm. By applying Lemma 1 we
obtain the following locally tight lower bound:

2t‖A 1
2
eqũeq‖‖B

1
2
eqp̃eq‖ ≥ 2tũT

eqΩp̃eq (16)

where

Ω �
Aeqũi

eqp̃
iT
eq Beq

‖A 1
2
eqũi

eq‖‖B
1
2
eqp̃i

eq‖
. (17)

Let us now turn our attention to the derivation of bounds
for the terms 2ρλ1‖A

1
2
eqũeq‖ and 2ρλ1t‖B

1
2
eqp̃eq‖ in the

objective function. Note that the multiplier λ1 can be either
negative or positive, and each case leads to slight variation in
the bounding approach.

In the case of λ1 ≥ 0, noting that ‖p̃eq‖ =
√

MtNr, and
using Lemma 1, we obtain the following

2ρλ1t‖B
1
2
eqp̃eq‖ =

2ρλ1t‖B
1
2
eqp̃eq‖‖p̃eq‖√
MtNr

≥ 2ρλ1 tp̃T
eqΠp̃eq√

MtNr

(18)

where

Π �
Beqp̃i

eqp̃
iT
eq

‖B 1
2
eqp̃i

eq‖‖p̃i
eq‖

. (19)
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max
u,v,w,p,σf ,

p̄,x,ũ,p̃,t,t̃≥0

t − 1
2ρ

((‖Ã 1
2 ũ‖ − t‖B̃ 1

2 p̃‖ + ρλ1

)2 + ‖p̄− σfp + ρλ2‖2 + |x − wHH2u + ρλ3|2

+
Nt∑

k=1

‖ũHAk − vH(aT
k u) + ρλ4,k‖2 +

Mt∑

k=1

‖p̃HBk − vH(bT
k p) + ρλ5,k‖2 + |t − t̃ + ρλ6|2

)

s.t. (9b) − (9e). (11)

max
u,v,w,p,σf ,

p̄,x,ũeq,p̃eq,t,t̃≥0

t − 1
2ρ

(‖A 1
2
eqũeq‖2 + t2‖B 1

2
eqp̃eq‖2 − 2t‖A 1

2
eqũeq‖‖B

1
2
eqp̃eq‖ + 2ρλ1‖A

1
2
eqũeq‖ − 2ρλ1t‖B

1
2
eqp̃eq‖

+ ‖p̄− σfp + ρλ2‖2 + |x − wHH2u + ρλ3|2 +
Nt∑

k=1

‖ũT
eq(C1Ak − jC2Ak) − vH(aT

k u) + ρλ4,k‖2

+
Mt∑

k=1

‖p̃T
eq(D1Bk − jD2Bk) − vH(bT

k p) + ρλ5,k‖2 + |t − t̃ + ρλ6|2
)

s.t. (9b) − (9e). (14)

In order to handle the term 2ρλ1‖A
1
2
eqũeq‖, we will use

the following lemma, which follows from the fact that ‖x‖ =√‖x‖2 is a concave function of ‖x‖2.
Lemma 2: For real vectors x and x̃, the following inequal-

ity holds true:

‖x‖ ≤ 1
2‖x̃‖‖x‖

2 +
1
2
‖x̃‖, ∀x̃ 
= 0,x, (20)

with equality satisfied at x = x̃.
By using Lemma 2 we obtain the following bound

2ρλ1‖A
1
2
eqũeq‖ ≤ ρλ1

‖A 1
2
eqũi

eq‖
‖A 1

2
eqũeq‖2 + ρλ1‖A

1
2
eqũi

eq‖.

(21)

In the case of λ1 < 0, we can find a locally tight bounds
for 2ρλ1‖A

1
2
eqũeq‖ and 2ρλ1t‖B

1
2
eqp̃eq‖ by following the same

approach. Since ‖ũeq‖ =
√

NtNr, by using Lemma 1 we have

−2ρλ1‖A
1
2
eqũeq‖

=
−2ρλ1‖A

1
2
eqũeq‖‖ũeq‖√
NtNr

≥ −2ρλ1ũT
eqΠ̃ũeq√

NtNr

(22)

where

Π̃ �
Aeqũi

eqũ
iT
eq

‖A 1
2
eqũi

eq‖‖ũi
eq‖

. (23)

By applying Lemma 2, we obtain

−2ρλ1t‖B
1
2
eqp̃eq‖ ≤ −ρλ1 t

‖B 1
2
eqp̃i

eq‖
‖B 1

2
eqp̃eq‖2− ρλ1 t‖B 1

2
eqp̃i

eq‖.

(24)

Thus, in the case λ1 ≥ 0, employing (16), (18) and (21),
a locally tight lower bound on the objective function of
problem (14) around the current point {p̃i

eq, ũ
i
eq} is expressed

as (25), as shown at the bottom of the next page.

In the case λ < 0, by using (16), (22) and (24), we obtain
a locally tight lower bound on the objective function as (26),
as shown at the bottom of the next page.

Besides, we note that constraint (9c) can be seen as
a difference of convex (DC) functions, which we seek to
transform into a convex constraint. Based on the CCCP
concept [35]–[37], by linearizing the term |x|2 in the ith iter-
ation around the current point xi, the following approximated
convex constraint is obtained:

σ̄t2 ≤ xi∗x + x∗xi − xi∗xi. (27)

Summarizing the above developments, in the case λ1 ≥ 0,
by maximizing the locally tight lower bound, f1, and applying
(27) we obtain a more tractable problem as follows:

max
u,v,w,p,σf ,

p̄,x,ũeq,p̃eq,t,t̃≥0

f1

s.t. (9b), (27), (9d), (9e). (28)

Similarly, when λ1 < 0, problem (11) can be transformed as

max
u,v,w,p,σf ,

p̄,x,ũeq,p̃eq,t,t̃≥0

f2

s.t. (9b), (27), (9d), (9e). (29)

The proposed CCCP algorithm successively maximizes
either one of these lower bounds on the objective function by
updating one block of variables while fixing the others, that
is, by solving problem (28) (when λ1 ≥ 0) or (29) (when
λ1 < 0) in a block coordinate descent fashion.

In each iteration of the CCCP algorithm, we perform four
updating steps according to the block structure of the opti-
mization variables. The detailed derivation of each updating
step is given in Appendix B for the case when λ1 ≥ 0, i.e.
problem (28).5 The proposed CCCP algorithm, to be used

5The developments can be easily extended to the case λ1 < 0, i.e.
problem (29), but we omit the details due to space limitations.
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TABLE I

PROPOSED CCCP ALGORITHM IN THE INNER LOOP (λ1 ≥ 0, EQUATION NUMBER REFERS TO APPENDIX B)

in the inner loop of the PDD optimization framework when
λ1 ≥ 0, is summarized in Table I.

C. Proposed PDD-Based Algorithm

In the outer loop of the PDD technique, the dual variables
{λ1, λ2, λ3, λ4,k, λ5,k, λ6}m can be updated by using the
following expressions:

λm+1
1 = λm

1 +
1

ρm

(
‖A 1

2 ũ‖−t‖B 1
2 p̃‖
)
,

λm+1
2 = λm

2 +
1

ρm
(p̄−σfp),

λm+1
3 = λm

3 +
1

ρm

(
x−wHH2u

)
,

λm+1
4,k = λm

4,k+
1

ρm

(
ũHAk−vH(aT

k u)
)
, ∀k ∈ {1, . . . , Nt},

λm+1
5,n = λm

5,n+
1

ρm

(
p̃HBn−vH(bT

np)
)
, ∀n ∈ {1, . . . , Mt},

λm+1
6 = λm

6 +
1

ρm

(
t− t̃
)
, (30)

where superscript m denotes the outer iteration number.
To control the termination of the algorithm, we define a

constraint violation indicator h as (31), as shown at the bottom
of this page.

The proposed PDD-based joint beamforming and jamming
algorithm is summarized in Table II. Based on the discussion
in Appendix A, we can obtain that the proposed PDD-based
algorithm converges to a stationary solution of problem (8).

D. Computational Complexity

In this section, we analyze the computational complexity of
the proposed PDD-based algorithm. The number of complex
multiplications is used to evaluate the complexity.

Let us focus on the subproblem with respect to p̄. Notwith-
standing the computation of the invariant terms, the complexity
for evaluating the expression of p̄ in (47) is dominated by two
parts. The first part applies the matrix inverse based on Gauss-
Jordan elimination, with complexity O(M3

t ). The second
part utilizes the bisection method to search the Lagrangian
parameter μ̃, with complexity ξ � log2(

θ0,s

θs
), where θ0,s is the

initial size of the search interval and θs is the tolerance. In each
iteration, the complexity for calculating the value of (52) is
O(1) since only scalars are involved. Thus the complexity for
updating p̄ is O(M3

t + ξ). Overall, the complexity for solving
this subproblem is given by O(I1I2(M3

t +ξ)), where I1 and I2

f1 � t − 1
2ρ

(‖A 1
2
eqũeq‖2 + t2‖B 1

2
eqp̃eq‖2 − 2tũT

eqΩp̃eq +
ρλ1

‖A 1
2
eqũi

eq‖
‖A 1

2
eqũeq‖2 + ρλ1‖A

1
2
eqũi

eq‖ −
2ρλ1 tp̃T

eqΠp̃eq√
MtNr

+ ‖p̄− σfp + ρλ2‖2 + |x − wHH2u + ρλ3|2 +
Nt∑

k=1

‖ũT
eq(C1Ak − jC2Ak) − vH(aT

k u) + ρλ4,k‖2

+
Mt∑

k=1

‖p̃T
eq(D1Bk − jD2Bk) − vH(bT

k p) + ρλ5,k‖2 + |t − t̃ + ρλ6|2
)
. (25)

f2 � t − 1
2ρ

(‖A 1
2
eqũeq‖2 + t2‖B 1

2
eqp̃eq‖2 − 2tũT

eqΩp̃eq +
2ρλ1ũT

eqΠ̃ũeq√
NtNr

− ρλ1 t

‖B 1
2
eqp̃i

eq‖
‖B 1

2
eqp̃eq‖2 − ρλ1 t‖B 1

2
eqp̃i

eq‖

+ ‖p̄− σfp + ρλ2‖2 + |x − wHH2u + ρλ3|2 +
Nt∑

k=1

‖ũT
eq(C1Ak − jC2Ak) − vH(aT

k u) + ρλ4,k‖2

+
Mt∑

k=1

‖p̃T
eq(D1Bk − jD2Bk) − vH(bT

k p) + ρλ5,k‖2 + |t − t̃ + ρλ6|2
)
. (26)

h = max
{
|‖A 1

2 ũ‖ − t‖B 1
2 p̃‖|, ‖p̄− σfp‖, |x − wHH2u|, ‖ũHAk − vH(aT

k u)‖, ‖p̃HBn − vH(bT
np)‖, |t − t̃|

}

∀k ∈ {1, . . . , Nt}, ∀n ∈ {1, . . . , Mt} (31)
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TABLE II

PROPOSED PDD METHOD FOR JOINT BEAMFORMING AND JAMMING DESIGN

denote the number of iterations for the outer and inner loops,
respectively.

Following a similar approach, we can obtain the computa-
tional complexity for the other subproblems. For simplicity,
we assume that the ratio of the initial maximum interval size
to the tolerance of the bisection search, or equivalently its
logarithm ξ, is the same for all subproblems. In particular, note
that the proposed one-iteration BCD-type algorithm shown
in Table IV has a complexity of O(J2

in), where Jin is the
number of input variables. Finally, the computational com-
plexity of the whole PDD algorithm can be expressed as
O(I1I2 × (ξ + N3

t N3
r + M3

t N3
r )).

IV. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed
PDD-based joint beamforming and jamming algorithm by
means of computer simulations. As in [38], we employ a
standard 60GHz mmWave channel model with uniform linear
antenna array configuration. The channel matrix H1 can be
expressed as

H1 =

√
NtNr

L

L∑

l=1

αlar(φr
l )at(φt

l) (32)

where L is the number of distinguishable paths, αl is the
complex gain of the l-th path, ar(φr

l ) and at(φt
l) are the

receive and transmit array response vectors at the azimuth
angle of φr

l ∈ [0, 2π) and φt
l ∈ [0, 2π), respectively. The

generic expression for the response vector is given by

a(θ) =
1
N

[
1, ejkdπ sin(θ), . . . , ejkd(N−1)π sin(θ)

]T
(33)

where k = 2π/λ, λ is the wavelength, and d is the antenna
spacing. Channel matrices H2 and H3 can be generated in
a similar manner. The residual self-intefernce channel H4

is modeled as the product of a degradation and near-field
attenuation factor, according to the simplified model in [39].

The number of transmit and receive antennas of the
suspicious transmission link are set to Nt = Nr = 4.
We assume that the SC uses the same number of transmit
and receive antennas, i.e., Mt = Mr = M . For simplicity,
we set all the noise power terms to σ2 = 1, while the input

SNR of the suspicious link is defined as σ2
b

σ2 . Referring to
the channel model (32), the number of independent paths
is set to L = 20 while the complex gains αl are gener-
ated according to a CN (0, 1) distribution. The normalized
power level of the residual self-interference channel is set
as �41 � ‖H4‖2/‖H1‖2 = −30dB. All results are obtained
by averaging over 1000 independent Monte Carlo runs. The
tolerance parameters for the proposed algorithm are chosen
as ε1 = ε2 = 10−4 while Nmax = 50. The parameter c is
set to be c = 0.6. We consider the following algorithms for
comparison:

1) The proposed PDD-based joint beamforming and jam-
ming algorithm in Table II.

2) Passive eavesdropping: the SC does not transmit jam-
ming signals and the analog beamforming vectors are
designed based on the channel matching method [13].

3) Constant-power jamming: the jamming signal’s power
level is constant and the channel matching based analog
beamforming vectors are applied.

4) On-off jamming: the SC does not jam if the monitoring
channel condition is good. Otherwise, it sends jamming
signals with minimum power for successful overhear-
ing. The channel matching based analog beamforming
vectors are applied.

In a first series of experiments, we study the convergence
of the proposed PDD-based algorithm versus the number of
outer iterations m. Here we set M = 4, Pt = 20dB and
SNR = 20dB while the monitoring channel condition is given
by �21 � ‖H2‖2/‖H1‖2 = −20dB. In Fig. 2 (a), we plot
the value of the constraint violation indicator in (31) versus
iteration number for the proposed algorithm. We find that the
convergence of the penalty terms is very fast with h decreasing
to a value of 10−4 after 40 iterations, which supports our claim
that the proposed PDD-based algorithm can effectively tackle
the equality constraints. Fig. 2 (b) shows the monitoring rate
performance at the SC versus the number of iterations for the
proposed algorithm. It can be observed from this figure that
the latter converges within 35 iterations.

Fig. 3 and Fig. 4 show the monitoring rate performance
versus SNR of the different algorithms under study for two
different monitoring channel characterized by �21 = −20dB
and 0dB, respectively; for these experiments we set M = 4
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Fig. 2. Convergence performance of the proposed PDD-based algorithm: (a)
constraint violation indicator versus the number of iterations; (b) monitoring
rate versus the number of iterations.

Fig. 3. Monitoring rate versus SNR (�21 = −20dB).

Fig. 4. Monitoring rate versus SNR (�21 = 0dB).

and Pt = 20dB. For both cases of channel condition, the pro-
posed algorithm achieves the best performance, followed by
the on-off jamming, constant-power jamming, and passive
eavesdropping algorithms, where the latter fails under worst
monitoring channel conditions. Moreover, a better monitoring
channel provides higher monitoring rate performance while the
relative gain resulting from the proposed algorithm becomes
larger in worse monitoring channel scenarios.

Fig. 5. Monitoring rate versus number of antennas M .

Fig. 6. Monitoring rate versus �21 .

Fig. 5 shows the monitoring rate performance of the four
analyzed algorithms versus the number of SC transmit/receive
antennas M . In this simulation, we set SNR= 20dB,
Pt = 10dB and the monitoring channel condition is given
by �21 = −20dB. From the figure, the monitoring rate
performance improves as the number of antennas increases.
Moreover, the proposed PDD-based algorithm achieves the
best performance.

Next we compare monitoring rate performance of the four
algorithms for different conditions of monitoring channel,
as measured by �21, for the case M = 4 and SNR = 20dB. In
Fig. 6, the results show that the proposed design algorithm
achieves the best performance. The relative gain becomes
larger with a decrease in the quality of the monitoring channel.
The on-off jamming algorithm with a larger SC transmit
power budget provides better performance while the passive
eavesdropping algorithm fails in bad monitoring channels but
works under good conditions. Moreover, when the monitoring
channel gain is much larger than that of the suspicious channel
(e.g., �21 = 15dB), except the constant power jamming, all
the algorithms generate similar performance because in this
case, the SC does not need to send jamming signals and the
performance becomes less sensitive to the design of the analog
beamforming vectors.

Fig. 7 illustrates the jamming power versus �21 for the
proposed and on-off jamming algorithms. From the results,
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Fig. 7. Jamming power versus �21.

Fig. 8. Probability of successful monitoring versus �21.

it is seen that these algorithms do not attempt to jam the
suspicious receiver when the monitoring channel power is
large. It can also be seen that when the use of jamming is
necessary (i.e. weak monitoring channel), the proposed PDD-
based algorithm leads to a significant reduction in the SC
transmit power. These results demonstrate the effectiveness
of the proposed joint design to handle different scenarios of
monitoring channel.

Fig. 8 compares the probability of successful monitoring
achieved at the SC by the proposed algorithm, the passive
eavesdropping algorithm and the on-off jamming algorithm
(note that the on-off jamming and constant-power jamming
algorithms share the same probability of successful monitor-
ing) versus monitoring channel condition �21. In this exper-
iment, a design algorithm is considered unsuccessful for a
given channel realization as long as any one of the underlying
constraints is not satisfy. From this figure, we observe that
the rate of success of the various algorithms under study
increases with �21. However, the proposed algorithm signif-
icantly outperforms the other ones by a significant margin,
which shows the effectiveness of the proposed PDD approach
for joint optimal design.

V. CONCLUSION

In this paper, we have investigated the joint beamforming
and jamming design for a mmWave information surveillance

system. In order to tackle this challenging problem, where the
design variables are highly coupled through the objectives and
constraint functions, a novel PDD algorithm has been proposed
to jointly optimize the analog transmit and receive beamform-
ing vectors of the suspicious transmission link, the analog
jamming and monitoring beamforming vectors at the SC
and the jamming signal power level, under transmit power,
successful monitoring and self-interference power constraints
at the SC, along with unit modulus constraint on the analog
beamforming vectors. We have studied the complexity of the
proposed PDD-based algorithm and claimed that it converges
to a stationary solution of the original problem. Our simulation
results have demonstrated that the proposed algorithm achieves
better performance than the competing beamforming and jam-
ming algorithms used as benchmarks. Finally, the proposed
PDD algorithmic framework can be also applied to solve
other highly coupled optimization problems appearing in the
design of wireless communication systems as well as other
compelling applications in science and engineering.

APPENDIX A
PROPOSED PDD OPTIMIZATION FRAMEWORK

In this appendix, we present our proposed PDD-based
design algorithm within the general framework
of [31] and [32] and discuss its convergence behavior. The
PDD method is an algorithmic framework that can be applied
to the minimization of a nonconvex nonsmooth function
subject to nonconvex coupling constraints, by blending
the benefits of the penalty and augmented Lagrangian
methods [33]. Consider the following problem

min
x∈X

f(x)

s.t. h(x) = 0,

gi(xi) ≤ 0, i = 1, 2, . . . , n, (34)

where f(x) is a scalar continuously differentiable function,
gi(xi) ∈ Rqi×1 is a vector of qi continuously differentiable
but possibly nonconvex functions while h(x) ∈ Rp×1 is a
vector of p continuously differentiable functions. The feasible
set X is the Cartesian product of n simple closed convex sets:
X �

∏n
i=1 Xi with Xi ⊆ Rni and

∑n
i=1 ni = N . Accordingly

the optimization variable x ∈ RN can be decomposed as x =
(x1,x2, . . . ,xn) with xi ∈ Xi, i = 1, 2, . . . , n.

If the coupling constraints, h(x) = 0, is absent, the clas-
sical CCCP algorithms [35]–[37] can be applied for solving
problem (34). This observation motivates us to dualize the
difficult coupling constraints with appropriate penalty, and use
coordinate-decomposition to perform fast computation, hence
the new optimization framework is referred to as the penalty
dual decomposition method. In particular, the PDD method
applied to problem (34) takes the form of a double-loop algo-
rithm, where the inner loop serves to optimize the nonconvex
augmented Lagrangian problem via a block coordinate descent
method (i.e., to some predefined accuracy using a few inner
iterations), while the outer loop serves to update the dual
variable and a penalty parameter.

The detailed steps of the PDD method are presented
in Table III, where the notation ‘optimize (P (ρm, λm),
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TABLE III

PDD METHOD FOR PROBLEM (34)

xm−1, εm)’ represents an optimization oracle that has the
following meaning: starting from xm−1, it invokes an iterative
optimization algorithm to solve to some accuracy εm the
following problem:

P (ρm, λm) :

min
x∈X

{Lm(x) � f(x)+λmTh(x)+
1

2ρm
‖h(x)‖2}, (35)

where Lm(x) is the augmented Lagrange function with dual
variable λm and penalty parameter ρm.

For simplicity, let us define g(x) � (gi(xi))i. We have
the following theorem regarding the convergence of the
PDD method.

Theorem 1: Let {xm, νm} be the sequence generated by
the algorithm proposed in Table III, where νm = (νm

i )i

denotes the Lagrange multipliers associated with the con-
straints gi(xi) ≤ 0, ∀i. The termination criterion for the oracle
involved in this algorithm is

∥
∥∇xLm(xm) + ∇g(xm)T νm

∥
∥
∞ ≤ εm, ∀m (36)

with εm, ηm → 0 as m → ∞. Suppose that x� is a limit point
of the sequence {xm} and Robinson’s condition6 [40, Ch. 3]
holds for problem (34) at x�. Then x� is a stationary point
of (34), i.e., it satisfies the KKT condition.

A general proof of this theorem can be found in [31]
and [32]. It is seen that the key to the PDD method is
the implementation of the optimization oracle in Step 3.
Typically, to exploit the separable structure of the constraints
of problem P (ρm, λm), the oracle can be taken as the CCCP
algorithm [35]–[37], where each time one block of variables
is chosen to be optimized while fixing the others, by mini-
mizing a locally tight upper bound of the objective function.
Further, a simple way to set ηm is to make it explicitly
related to the constraint violation of the last iteration or the
current minimum constraint violation. For example, we set
ηm = 0.9‖h(xm−1)‖∞ in the simulation. Moreover, since
the penalty term ‖h(x)‖∞ vanishes eventually, a practical
choice of the termination criterion for the PDD method can
be ‖h(xm)‖∞ ≤ εo, where εo denotes a prescribed small
constant.

6Robinson’s condition is a type of constraint qualification condition used for
KKT analysis and the assumption is a standard one, made in many previous
works on constrained optimization, e.g., [40]–[42].

APPENDIX B
DERIVATION OF UPDATING STEPS

IN THE CCCP ALGORITHM

In Step 1, we optimize {x, t} and p̄ in parallel by fixing
the other variables. Note that in this case problem (28)
can be decomposed into two independent subproblems. The
first subproblem with respect to {x, t} is expressed as (37),
as shown at the top of the next page. Introducing a new
variable β � [t,�{x},�{x}]T ∈ R3×1 and basis vectors
e1 � [1, 0, 0]T , e2 � [0, 1, 0]T , and e3 � [0, 0, 1]T , problem
(37) can be equivalently expressed as a convex quadratic
optimization problem shown in (38), as shown at the top
of the next page. Note that (38) can be solved in closed
form based on the Lagrange multipliers method. Attaching
a Lagrange multiplier μ to constraint (38b), we obtain after
some manipulations the Lagrange function shown in (39), as
shown at the top of the next page. By applying the first order
optimality condition with respect to β, we obtain the optimal
value of β as

β(μ) =
1
ρ
J−1r (40)

where

J =

⎡

⎢
⎢
⎢
⎢⎢
⎣

1
ρ
‖B 1

2
eqp̃eq‖2 + 2μσ̄ 0 0

0
1
ρ

0

0 0
1
ρ

⎤

⎥
⎥
⎥
⎥⎥
⎦

� diag
{

θ(μ),
1
ρ
,
1
ρ

}

(41)

and

r =

⎡

⎢
⎣

ρ + ũT
eqΩp̃eq + ρλ1p̃

T
eqΠp̃eq√

MtNr�{wHH2u} − �{ρλ3} + 2μρ�{xi}
�{wHH2u} − �{ρλ3} + 2μρ�{xi}

⎤

⎥
⎦ �

⎡

⎣
π1

π2(μ)
π3(μ)

⎤

⎦.

(42)

Here μ ≥ 0 is chosen such that the complementarity slackness
condition of constraint (38b) is satisfied.

When eT
1 β(0)β(0)Te1σ̄ − 2�{xi}eT

2 β(0) − 2�{xi}
eT
3 β(0) + |xi|2 ≤ 0 is satisfied, then the optimal β = β(0).

Otherwise we must have

eT
1 β(μ)β(μ)T e1σ̄

− 2�{xi}eT
2 β(μ)−2�{xi}eT

3 β(μ)+|xi|2 = 0. (43)

Moreover, (43) can be rewritten as

π2
1

ρ2θ(μ)2
σ̄−2�{xi}π2(μ)−2�{xi}π3(μ)+|xi|2 =0 (44)

which is a cubic equation with respect to μ. Note the optimal
μ must be positive, hence (44) can be solved using a one-
dimensional search (e.g., bisection method [34]). Finally,
by substituting the optimal μ we obtain the solution for β,
i.e., the optimal {x, t}.

The second subproblem with respect to p̄ is given by

min
p̄

‖p̄− σfp + ρλ2‖2 (45a)

s.t. ‖H4p̄‖2 ≤ δ. (45b)
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min
x,t

− t +
1
2ρ

(

t2‖B 1
2
eqp̃eq‖2 − 2tũT

eqΩp̃eq −
2ρλ1 tp̃T

eqΠp̃eq√
MtNr

+ |x − wHH2u + ρλ3|2
)

(37a)

s.t. σ̄t2 ≤ xi∗x + x∗xi − xi∗xi. (37b)

min
β

− eT
1 β +

1
2ρ

(

eT
1 ββTe1‖B

1
2
eqp̃eq‖2 − 2eT

1 βũT
eqΩp̃eq − 2eT

1 β
ρλ1p̃T

eqΠp̃eq√
MtNr

+ |eT
2 β −�{wHH2u} + �{ρλ3}|2

+ |eT
3 β −�{wHH2u} + �{ρλ3}|2

)

(38a)

s.t. eT
1 ββTe1σ̄ − 2�{xi}eT

2 β − 2�{xi}eT
3 β + |xi|2 ≤ 0. (38b)

L(β, μ) � 1
2ρ

(

eT
1 ββTe1‖B

1
2
eqp̃eq‖2 + eT

2 ββTe2 + eT
3 ββTe3 − 2eT

1 βũT
eqΩp̃eq − 2eT

1 β
ρλ1p̃T

eqΠp̃eq√
MtNr

+ 2eT
2 β
(�{ρλ3} − �{wHH2u}

)
+ 2eT

3 β
(�{ρλ3} − �{wHH2u}

)
)

− eT
1 β

+ μ
(
eT
1 ββTe1σ̄ − 2�{xi}eT

2 β − 2�{xi}eT
3 β + |xi|2). (39)

This is also a convex quadratic optimization problem, and by
following the same approach, we obtain its Lagrange function

L(p̄, μ̃) � Tr((p̄ − σfp + ρλ2)(p̄ − σfp + ρλ2)H)
+ μ̃(Tr(H4p̄p̄HHH

4 ) − δ) (46)

where μ̃ denotes the Lagrange multiplier of constraint (45b).
Applying the first order optimality condition of L(p̄, μ̃) with
respect to p̄ yields

p̄(μ̃) = (IMt + μ̃HH
4 H4)−1(σfp − ρλ2). (47)

If the solution of p̄ with μ̃ = 0 satisfies constraint (45b),
the optimal μ̃ is zero. Otherwise we can obtain the solution
of μ̃ through the slackness condition

‖H4p̄‖2 = δ (48)

which is equivalent to

Tr((IMt + μ̃H̄4)−1H̄4(IMt + μ̃H̄4)−1X̃) = δ (49)

where X̃ � (σfp − ρλ2)(σfp − ρλ2)H and H̄4 � HH
4 H4.

Note that

IMt + μ̃H̄4 = H̄
1
2
4 (H̄−1

4 + μ̃IMt)H̄
1
2
4 . (50)

Thus (49) can be rewritten as

Tr((H̄−1
4 + μ̃IMt)

−2X̂) = δ (51)

where X̂ � H̄− 1
2

4 X̃H̄− 1
2

4 . Finally, (49) can be equivalently
expressed as

Mt∑

i=1

bi

(ai + μ̃)2
= δ (52)

where bi = [J̄HX̂J̄]i,i, J̄ denotes a unitary matrix consisting
of the eigenvectors of H̄−1

4 , and {ak} denotes the corre-
sponding eigenvalues, this is: J̄diag{a1, a2, . . . , aMt}J̄H is

the eigenvalue decomposition of H̄−1
4 . Since μ̃ ≥ 0, (52) can

be easily solved by using the bisection method. Finally the
optimal p̄ can be obtained by substituting the optimal μ̃.

In Step 2, we optimize ũeq , w, p in parallel while other
variables are fixed. In this case, problem (28) can be decom-
posed into three independent subproblems.

The subproblem for the real vector ũeq is an unconstrained
quadratic optimization problem, which can be expressed as

min
ũeq

‖A 1
2
eqũeq‖2 − 2tũT

eqΩp̃eq +
ρλ1

‖A 1
2
eqũi

eq‖
‖A 1

2
eqũeq‖2

+
Nt∑

k=1

‖ũT
eq(C1Ak − jC2Ak) − vH(aT

k u)+ρλ4,k‖2.

(53)

By examining the first order optimality condition, we can
obtain the unique optimal solution

ũeq =
((

1 +
ρλ1

‖A 1
2
eqũi

eq‖

)
Aeq + I2NtNr

)−1

(tΩp̃eq − s)

(54)

where

s =
[ (�{ρλ4,1} − �{aT

1 uvH}), . . . ,
(�{ρλ4,Nt}−�{aT

Nt
uvH}), (�{ρλ4,1}−�{aT

1 uvH}),
. . . ,
(�{ρλ4,Nt}−�{aT

Nt
uvH}) ]T . (55)

The subproblems with respect to w and p can be handled
similarly since both of them can be transformed into quadratic
optimization problems with unit modulus constraints.
The subproblem for w is

min
w

|x − wHH2u + ρλ3|2 (56a)

s.t. |w(i)| = 1, ∀i. (56b)
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By appropriate rearrangement, this can be equivalently for-
mulated as follows

min
w

wHΓ1w − 2�{wHω1} (57a)

s.t. |w(i)| = 1, ∀i, (57b)

where Γ1 � H2uuHHH
2 and ω1 � H2u(x + ρλ3)∗. Noting

that the unit modulus constraints are separable, we can update
w by using a single iteration BCD-type algorithm [43] as
further explained in Appendix C. Similarly, the subproblem
for p is given by

min
p

‖p̄− σfp + ρλ2‖2

+
Mt∑

k=1

‖p̃T
eq(D1Bk − jD2Bk) − vH(bT

k p) + ρλ5,k‖2

s.t. |p(i)| = 1, ∀i. (58)

By following the same approach, we can rewrite (58) as a
quadratic optimization problem with unit modulus constraints
as follows,

min
p

pHΓ2p − 2�{pHω2}
s.t. |p(i)| = 1, ∀i, (59)

where Γ2 � (σ2
f + vHv)IMt and ω2 � (p̄ + ρλ2)σ2

f +
∑Mt

k=1(bk(p̃T
eq(D1Bk − jD2Bk) + ρλ5,k)v). Problem (59)

can be solved by using the same approach as presented
in Appendix C.

In Step 3, we optimize p̃eq , u and t̃ by fixing the remaining
variables. In this case, problem (28) can be decomposed into
three independent subproblems.

The subproblem for p̃eq is an unconstrained quadratic
optimization problem and can be addressed like that for ũeq .
Examining its first order optimality condition yields a closed
form as follows,

p̃eq =

(

t2Beq− 2ρλ1 tΠ√
MtNr

+I2MtNr

)−1

(tΩT ũeq−s̃) (60)

where

s̃=
[ (�{ρλ5,1} − �{bT

1 pvH}), . . . ,
(�{ρλ5,Mt}−�{bT

Mt
pvH}), (�{ρλ5,1}−�{bT

1 pvH}),
. . . ,
(�{ρλ5,Mt}−�{bT

Mt
pvH}) ]T . (61)

The subproblem for u is given by

min
u

|x − wHH2u + ρλ3|2 (62a)

+
Nt∑

k=1

‖ũT
eq(C1Ak−jC2Ak)−vH(aT

k u) + ρλ4,k‖2

(62b)

s.t. |u(i)| = 1, ∀i. (62c)

Thus u can be optimized by following the approach presented
in Appendix C.

The subproblem for t̃ is expressed as

min
t̃

|t − t̃ + ρλ6|2

s.t. t̃ ≥ 0. (63)

It is readily seen that the optimal value will be
t̃ = max{0, t + ρλ6}.

In Step 4, we optimize v and σf by fixing the other
variables. To this end, we decompose problem (28) into two
independent subproblems.

The corresponding subproblem for v is a quadratic opti-
mization problem with unit modulus constraints, as given by

min
v

Nt∑

k=1

‖ũT
eq(C1Ak − jC2Ak) − vH(aT

k u) + ρλ4,k‖2

+
Mt∑

k=1

‖p̃T
eq(D1Bk − jD2Bk) − vH(bT

k p) + ρλ5,k‖2

(64a)

s.t. |v(i)| = 1, ∀i. (64b)

We adopt the same method as in Appendix C to solve this
problem.

The subproblem for σf can be expressed as

min
σf

t2‖B 1
2
eqp̃eq‖2 − 2tũT

eqΩp̃eq −
2ρλ1 tp̃T

eqΠp̃eq√
MtNr

+ |p̄− σfp + ρλ2‖2

s.t. 0 ≤ σf ≤
√

Pt

Mt
. (65)

Note that Π is a function of Beq , while Beq is a function
of σf . By rearranging (65) as a function of σf , we find that
it has the following form

min
σf

aσ2
f + bσf +

c1σ
2
f + c2

√
d1σ2

f + d2

+
e1σ

2
f + e2

√
f1σ2

f + f2

s.t. 0 ≤ σf ≤
√

Pt

Mt
(66)

where

a � t2p̃Hh3hH
3 p̃ + pHp > 0

b � −2�{pH(p̄ + ρλ2)}
c1 � −2tũiT

eq Aeqũeq�{p̃iHh3hH
3 p̃}

c2 � −2tũiT
eq Aeqũeq�{p̃iH p̃} σ2

1

Mt

d1 � ũiT
eq Aeqũi

eq(p̃
iHh3hH

3 p̃i) > 0

d2 � ũiT
eq Aeqũi

eq(p̃
iH p̃i)

σ2
1

Mt
> 0

e1 � −2ρλ1 t
p̃iT

eq p̃eq

‖p̃i
eq‖

√
MtNr

�{p̃iHh3hH
3 p̃}

e2 � −2ρλ1 t
p̃iT

eq p̃eq

‖p̃i
eq‖

√
MtNr

�{p̃iH p̃} σ2
1

Mt

f1 � p̃iHh3hH
3 p̃i > 0

f2 � p̃iH p̃i σ2
1

Mt
> 0. (67)

All of these coefficients are real value, and can be easily
calculated. Problem (66) can be solved by using a one-
dimensional search method [34].
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TABLE IV

BCD-TYPE ALGORITHM FOR PROBLEM (68)

APPENDIX C
QUADRATIC OPTIMIZATION WITH UNIT

MODULUS CONSTRAINTS

Let us consider a general problem:

min
x

φ(x) � xHAx − 2�{xHb}
s.t. |x(i)| = 1, ∀i. (68)

where b ∈ Cn×1 and A ∈ Cm×m is positive semidefinite.
We can use a BCD-type algorithm to address problem (68),

that is, in each step we update one element of x while fixing
the others. It is readily seen that φ(x), when considered as
a function of x(i), can be expressed in terms of a quadratic
function in the form of φ̃(x) � a|x(i)|2 − 2�{b∗x(i)} for
some real number a and complex number b. Considering that
|x(i)| = 1, problem (68) reduces to

max
|x(i)|=1

�{b∗x(i)} (69)

It follows that the optimum x(i) is given by b/|b|.
In what follows, we show how the complex number b can

be easily obtained. On the one hand, we have

∂φ̃(x(i))
∂x∗(i)

|x(i)=x̃(i) = ax̃(i) − b. (70)

On the other hand, we have

∂φ(x)
∂x∗ |x=x̃ = Ax̃ − b. (71)

Combining the above equations, we have [Ax̃−b]i = ax̃(i)−
b, where [.]i denotes the ith element of a vector. By comparing
the coefficient of x̃(i), we obtain a = A(i, i). It follows that

b = A(i, i)x̃(i) − [Ax̃]i + b(i). (72)

According to the above analysis, the entries of x can be
recursively updated. The corresponding algorithm for updating
x is summarized in Table IV, where the recursion in step 5 is
due to the fact that q should be updated once x(i) is updated
(which is done in step 6).
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