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Abstract—We study the performance of diffusion least-mean squares algorithms for distributed parameter estimation in multi-agent

networks when nodes exchange information over wireless communication links. Wireless channel impairments, such as fading and

path-loss, adversely affect the exchanged data and cause instability and performance degradation if left unattended. To mitigate these

effects, we incorporate equalization coefficients into the diffusion combination step and update the combination weights dynamically in

the face of randomly changing neighborhoods due to fading conditions. When channel state information (CSI) is unavailable, we

determine the equalization factors from pilot-aided channel coefficient estimates. The analysis reveals that by properly monitoring the

CSI over the network and choosing sufficiently small adaptation step-sizes, the diffusion strategies are able to deliver satisfactory

performance in the presence of fading and path loss.

Index Terms—Distributed estimation, diffusion LMS, link-failure, fading channels, wireless sensor networks, combination policy
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1 INTRODUCTION

DIFFUSION least-mean squares (LMS) algorithms can
serve as efficient and powerful mechanisms for solving

distributed estimation and optimization problems over
networks in real-time, in response to streaming data origi-
nating from different locations [1], [2], [3], [4], [5]. Owing
to their decentralized processing structure, simplicity of
implementation, and adaptive learning capabilities, these
algorithms are particularly well-suited for applications
involving multi-agent wireless networks, where energy and
radio resources are generally limited [6], [7], [8], [9]. Con-
sensus strategies can also be used for distributed estimation
purposes [10], [11], [12], [13], [14], [15]. However, it was
shown in [16] that for constant step-size adaptation, net-
work states can grow unbounded due to an inherent asym-
metry in the consensus dynamics. The same problem does
not occur for diffusion strategies, and for this reason, we
focus on these algorithms in this work.

Diffusion strategies have been widely investigated in net-
works with static topologies in which the communication
links between agents remain invariant with respect to time
[2], [7], [17], [18], [19], [20], [21], [22]. Under such conditions,
these strategies converge in the mean and mean-square
error (MSE) sense in the slow adaptation regime [2], [3], [5],
[16], [23]. Previous studies have also examined the effect of
noisy communication links on the performance of these
algorithms on networks with static topologies [24], [25],
[26], [27]. The main conclusion drawn from these works is

that performance degradation occurs unless the combina-
tion weights used at each node are adjusted to counter the
effect of noise.

The static link topology assumption, however, is restric-
tive in applications in wireless communications and sensor
network systems. For example, in mobile networks where
the agents are allowed to change their position over time,
the signal-to-noise ratio (SNR) over the communication
links between nodes will vary due to the various channel
impairments, including path loss, multi-path fading and
shadowing. Consequently, the set of nodes with which each
agent can communicate (called neighborhood set) will also
change over time, as determined by the link SNR, and the
network topology is therefore intrinsically dynamic. It is
therefore essential to study the performance of diffusion
strategies over networks with time-varying (dynamic)
topology and characterize the effects of link activity (espe-
cially link failure) on their convergence and stability.

The problem of link imperfection was also investigated
in other classes of distributed algorithms, such as consensus
[28], [29], [30], [31], [32] and subgradient algorithms [9],
[33]. In [28], [29] and [33], the authors have examined the
performance of consensus algorithms over networks with
link failures, where links are established according to some
predefined probabilities. They assumed that once a link is
activated at a given iteration the data received through it
will be undistorted. References [31], [32] have taken into
account the effects of link and quantization noise in addition
to link failure and investigated the network convergence
and stability. A more realistic network scenario was consid-
ered in [30], [34] where the probabilities of link failure are
obtained using a fading channel model and SNR of the
received signals. However, the data received from a neigh-
boring node is assumed to be error-free when the corre-
sponding link is active.

In this paper, we study the performance of diffusion
estimation strategies over networks with time-varying
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topologies where the information exchange between agents
occurs over noisy wireless links that are also subject to fad-
ing and path loss.1 Our contributions are as follows. We
extend the application of diffusion LMS strategies from
multi-agent networks with ideal communication links to
sensor networks with fading wireless channels. Under fad-
ing and path loss conditions over wireless links, the neigh-
borhood sets become dynamic, with nodes leaving or
entering neighborhoods depending on the quality of the
links as defined by the instantaneous SNR conditions. Our
analysis will show that if each node knows the channel state
information (CSI) of its neighbors, the effects of fading and
path-loss can be mitigated by incorporating local equaliza-
tion coefficients into the diffusion updates. When CSI is not
available to the nodes, we explain how the equalization
coefficients can be evaluated from a pilot-assisted estima-
tion process along with the main parameter estimation task
of the network. We also examine the effect of channel esti-
mation errors on the performance and convergence of the
modified algorithms in terms of a mean-square-error metric.
We establish conditions under which the network is mean-
square stable for both known and unknown CSI cases. The
analysis reveals that when CSI is known, the modified diffu-
sion algorithms are asymptotically unbiased and converge
in the slow adaptation regime. In contrast, the parameter
estimates will become biased when the CSI are obtained
through pilot-aided channel estimation. Nevertheless, the
size of the bias can be made small by increasing the number
of pilot symbols or increasing the link SNR.

The paper is organized as follows. In Section 2, we
explain the network signal model. In Section 3, we review
the standard diffusion strategies and introduce a modifica-
tion for distributed estimation over wireless networks. We
analyze the convergence and stability of the proposed algo-
rithms in Section 4. We present the simulation results in
Section 5, and conclude the paper in Section 6.

Notation. Matrices are represented by upper-case and
vectors by lower-case letters. Boldface fonts are reserved
for random variables and normal fonts are used for

deterministic quantities. Superscript ð�ÞT denotes transpo-
sition for real-valued vectors and matrices while ð�Þ�
denotes conjugate transposition for complex-valued vec-
tors and matrices. The symbol E½�� is the expectation oper-
ator, Trð�Þ represents the trace of its matrix argument and
diagf�g extracts the diagonal entries of a matrix, or con-
structs a (block) diagonal matrix using its argument. A
set of vectors are stacked into a column vector by colf�g.
The vecð�Þ operator vectorizes a matrix by stacking its col-
umns on top of each other and bvec(�) is the block-vectori-
zation operator [1]. The symbol � denotes the standard
Kronecker product, and the symbol �b represents the
block Kronecker product [1].

2 NETWORK SIGNAL MODEL

Consider a set of N sensor nodes that are distributed over a
geographical area. At time instant i 2 f0; 1; . . .g, each
node k 2 f1; 2; . . . ; Ng collects data ddkðiÞ and uuk;i that are

related to an unknown parameter vector wo 2 CM�1 via the
following relation:

ddkðiÞ ¼ uuk;iw
o þ vvkðiÞ; (1)

where ddkðiÞ 2 C, uuk;i 2 C1�M and vvkðiÞ 2 C are, respectively,
the scalar measurement, the node’s regression vector and
the measurement noise.

Assumption 1. The variables in the linear regression model (1)
satisfy the following conditions:

a) The regression vectors fuuk;ig are zero-mean, i.i.d. in
time, and independent over space, with covariance
matrices Ru;k ¼ E½uu�

k;iuuk;i� > 0.

b) The measurement noise fvvkðiÞg are zero-mean, i.i.d. in

time, and independent over space, with variances s2
v;k.

c) The regression vectors uuk1;i1 and the noise vvk2ði2Þ are
mutually independent for all k1, k2, i1 and i2.

Node ‘ is said to be a neighbor of node k if its distance
from node k is less than a preset transmission range ro [36],
which for simplicity is assumed to remain constant over the
given geographical area. The set of all neighbors of node k,
including node k itself, is denoted by N k. Nodes are
allowed to communicate with their neighbors only, but due
to channel impairments, certain links may fail. Hence, at
any given time i, only a subset of the nodes in N k can com-
municate with node k.

The objective of the network is to estimate the unknown
parameter vector wo in a distributed manner when the data
exchange between the agents occurs over noisy wireless
links that are also subject to fading and path loss. In particu-

lar, we assume that the transmit signal cc‘;i 2 CM�1 from

node ‘ 2 N knfkg to node k at time i experiences channel
distortion of the following form (see Fig. 1):

cc‘k;i ¼ hh‘;kðiÞ
ffiffiffiffiffiffiffi
Pt

ra‘;k

s
cc‘;i þ vv

ðcÞ
‘k;i; (2)

where cc‘k;i 2 CM�1 is the distorted estimate received by
node k, hh‘;kðiÞ 2 C denotes the fading channel coefficient

over the wireless link between nodes k and ‘, Pt 2 Rþ is the

Fig. 1. Node k receives distorted data from its mk ¼ jN kj neighbors at
time i. The data are affected by channel fading coefficients, hh‘;kðiÞ, and
communication noise vv

ðcÞ
‘k;i.

1. A short preliminary version of this work was presented in the
IEEE International Conference on Communication (ICC), June 2013
[35].
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transmit signal power, r‘;k ¼ rk;‘ 2 Rþ is the distance

between nodes ‘ and k, a 2 Rþ is the path loss exponent

and vv
ðcÞ
‘k;i 2 CM�1 is the additive noise vector with covariance

matrix s
2ðcÞ
v;‘k IM . We define cckk;i , cck;i to maintain consis-

tency in the notation.

Assumption 2. The fading channel coefficients and the link noise
in (2) satisfy the following conditions:

a) The time-varying channel coefficients hh‘;kðiÞ follow the
Clark’s model [37], i.e., they are independent circular
Gaussian random variables with zero mean and

variance s2
h;‘k.

b) fhh‘;kðiÞg are independent over space and i.i.d. over
time.

c) The noise vectors fvvðcÞ‘k;ig are zero-mean, i.i.d. in time
and independent over space.

d) The channel coefficients, hh‘;k1ði1Þ, the noise vectors,

vv
ðcÞ
‘k2;i2

, the regression vectors, uuk3;i3 and the measure-

ment noise, vvk4ði4Þ, are mutually independent for all
kj and ij with j 2 f1; 2; 3; 4g.

It is also assumed that nodes are aware of the positions
of their neighbors through some positioning techniques
and, therefore, r‘;k, ‘ 2 N k is known to node k. A trans-
mission from node ‘ to node k at time i is said to be suc-
cessful if the SNR between nodes ‘ and k, denoted by
&&‘kðiÞ, exceeds some threshold level &o‘k. The threshold

level is defined as the SNR in the non-fading link scenario
and is computed as:

&o‘k ,
Pt

s
2ðcÞ
v;‘k r

a
o

: (3)

In fading conditions, the instantaneous SNR is:

&&‘kðiÞ ¼
jhh‘;kðiÞj2Pt

s
2ðcÞ
v;‘k r

a
‘;k

: (4)

When transmission is successful, we have &&‘kðiÞ � &o‘k which
amounts to the condition:

jhh‘;kðiÞj2 � n‘;k; (5)

where n‘;k ¼ ðr‘;kro Þ
a. Since hh‘;kðiÞ has a circular complex

Gaussian distribution, the squared magnitude jhh‘;kðiÞj2 is

exponentially distributed with parameter �0
‘;k ¼ 1=s2

h;‘k [38].

Considering this fact, the probability of successful transmis-
sion is then given by:

p‘;k ¼ Pr
�
jhh‘;kðiÞj2 � n‘;k

�
¼ e

	�0
‘;k

n‘;k : (6)

This expression shows that the probability of successful
transmission decreases as the distance between two nodes
increases. As such, the link between neighboring nodes is
not guaranteed to be connected all the time, implying that
the network topology is time-varying. Under this condition,
we redefine the neighborhood set of node k as a time-vary-
ing set consisting of all nodes ‘ 2 N k for which &&‘kðiÞ
exceeds &o‘k provided that node k knows the CSI of nodes

‘ 2 N k. In this way, the effective neighborhood set of each
node k becomes random and we, therefore, denote it by
NN k;i. This implies that NN k;i 
 N k for all i.

3 DISTRIBUTED ESTIMATION OVER WIRELESS

CHANNELS

We first briefly review the standard diffusion LMS strate-
gies for estimation of wo over multi-agent networks with
ideal links. We then elaborate on how to modify these strat-
egies to enable the estimation of wo in the presence of fading
and wireless channel impairments.

3.1 Diffusion Strategies over Ideal Communication
Channels

In the context of mean-square-error estimation, diffusion
strategies are stochastic gradient algorithms that can be
used for the distributed minimization of the following
global objective function [2], [3]:

JglobðwÞ ¼
XN
k¼1

EjddkðiÞ 	 uuk;iwj2: (7)

There are various forms of diffusion depending on the order
in which the relevant adaptation and combination steps are
performed. The so-called Adapt-then-Combine (ATC) strat-
egy takes the following form:

cck;i ¼ wwk;i	1 þ mkuu
�
k;i

�
ddkðiÞ 	 uuk;iwwk;i	1

�
; (8)

wwk;i ¼
X
‘2N k

a‘;kcc‘;i; (9)

where mk > 0 is the step-size used by node k, and the a‘;k
denote nonnegative entries of a left-stochastic matrix A
that satisfy:

a‘;k ¼ 0 if ‘ =2 N k and
X
‘2N k

a‘;k ¼ 1: (10)

In this implementation, (8) is an adaptation step where node
k updates its intermediate estimate wwk;i	1 to cck;i using its

measured data fuuk;i; ddkðiÞg. Then (9) is a combination step
in which each node k combines its intermediate estimate
cck;i with that of its neighbors to obtain wwk;i.

While the above algorithm works well over ideal com-
munication channels, some degradation occurs when the
exchange of information between neighboring nodes is sub-
ject to noise, as explained in [24], [25], [26], [39], [40]. In this
work, we move beyond these earlier studies and examine
the performance of diffusion strategies over fading wireless
channels. We also suggest modifications to the update equa-
tions to counter the effect of fading.

3.2 Diffusion Strategies over Wireless Channels

We are initially motivated to replace the combination step in
(9) by

wwk;i ¼
X
‘2N k

a‘;k �cc‘;i; (11)
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where �cc‘;i is a refined version of the distorted estimate cc‘k;i

that node k receives. The refinement is computed through a
scaling equalization step of the form:

�cc‘;i ¼ gg‘;kðiÞcc‘k;i; (12)

where the scalar gain gg‘;kðiÞ is an equalization coefficient to
be chosen to counter the effect of fading. Recall that cc‘k;i is

related to cc‘;i via (2). Moreover, since each node k uses data

from nodes ‘ 2 N k whose instantaneous SNR, &&‘kðiÞ,
exceeds the threshold &o‘k, then we need to further adjust (9)

and replace N k and a‘;k, respectively, with NN k;i and aa‘;kðiÞ.
This leads to:

wwk;i ¼
X

‘2NN k;i

aa‘;kðiÞgg‘;kðiÞcc‘k;i: (13)

Therefore, in wireless sensor networks, the ATC diffusion
strategy takes the form presented in Algorithm 1.

Algorithm 1. Diffusion ATC over Wireless Channels

cck;i ¼ wwk;i	1 þ mkuu
�
k;i

�
ddkðiÞ 	 uuk;iwwk;i	1

�
; (14)

wwk;i ¼
X

‘2NN k;i

aa‘;kðiÞgg‘;kðiÞcc‘k;i: (15)

One way to compute the equalization coefficients in (15) is
to employ the following zero-forcing type construction:

gg‘;kðiÞ ¼
hh�
‘;k

ðiÞ
jhh‘;kðiÞj2

ffiffiffiffiffiffi
ra
‘;k

Pt

r
if ‘ 2 NN k;infkg;

1 if ‘ ¼ k:

8<
: (16)

Alternatively, if the noise variances s
2ðcÞ
v;‘k are known, then

one could also use minimum mean-square-error (MMSE)
estimation to obtain the equalization coefficients. For sim-
plicity, we continue with (16). By switching the order of
the adaption and combination steps in Algorithm 1, we
will obtain the Combine-then-Adapt (CTA) diffusion
strategy, which is presented below as Algorithm 2. In
(17), ww‘k;i is the estimate of the global parameter at node ‘

that undergoes similar path loss, fading and noise as cc‘k;i

described by (2).

Algorithm 2. Diffusion CTA over Wireless Channels

cck;i	1 ¼
X

‘2NN k;i

aa‘;kðiÞgg‘;kðiÞww‘k;i	1; (17)

wwk;i ¼ cck;i	1 þ mkuu
�
k;i

�
ddkðiÞ 	 uuk;icck;i	1

�
: (18)

The combination coefficients aa‘;kðiÞ in (13) now become ran-
dom and time-dependent because the neighborhood sets,
NN k;i, are also evolving with time. Moreover, they need to
satisfy

aa‘;kðiÞ ¼ 0 if ‘ =2 NN k;i and
X

‘2NN k;i

aa‘;kðiÞ ¼ 1: (19)

The randomness of aa‘;kðiÞ can be further clarified by
resorting to (5). The communication between nodes ‘ and

k is successful if (5) is satisfied; otherwise, the link
between them fails. When the link fails, the associated
combination weight aa‘;kðiÞ must be set to zero, which in
turn implies that other combination coefficients of node k
need to be adjusted to satisfy (19). This suggests that the
neighborhood set NN k;i has to be updated whenever one of
the neighborhood link SNR crosses the threshold in either
direction:

NN k;i ¼
n
‘ 2 N k

�� &&‘kðiÞ � &o‘k

o
: (20)

In practice, since &&‘kðiÞ may not be measurable, we use (3)-
(4) and (5) to update the neighborhood set as:

NN k;i ¼
n
‘ 2 N k

�� jhh‘kðiÞj2 � n‘k

o
: (21)

Motivated by these considerations, we propose the follow-
ing dynamic structure to adjust the combination weights
over time:

aa‘;kðiÞ ¼
g‘;kII ‘;kðiÞ; if ‘ 2 NN k;infkg;
1	P‘2NN k;infkg aa‘;kðiÞ; if ‘ ¼ k;

�
(22)

where the g‘;k are fixed, positive combination weights
that node k assigns to its neighbors ‘ 2 NN k;i. To ensure
aak;kðiÞ > 0, these weights need to satisfy:X

‘2NN k;infkg
g‘;k < 1: (23)

It can be verified that if each node k obtains the coefficients
g‘;k for the time-invariant neighborhood set N k according to

well-known left or doubly-stochastic matrix combination
rules (e.g., uniform averaging rule or Metropolis rule) then
the condition (23) will be satisfied. In (22), the quantity
II ‘;kðiÞ is defined as:

II ‘;kðiÞ ¼ 1; if ‘ 2 NN k;i;

0; otherwise

�
(24)

When transmission from node ‘ to node k is successful
II ‘;kðiÞ ¼ 1, otherwise, II ‘;kðiÞ ¼ 0. In this way, the entries
aa‘;kðiÞ satisfy condition (19). From (20) and (24), we see that
the indicator operator, II ‘;kðiÞ, is a random variable with Ber-
noulli distribution for which the probability of success, p‘;k,
is given by the exponential function (6).

3.3 Modeling the Impact of Channel Estimation
Errors

In Algorithms 1 and 2, it is assumed that each node k
knows the channel fading coefficients hh‘;kðiÞ, which are
needed in (16). In practice, this information is usually
recovered by means of an estimation step. Consequently,
some additional estimation errors will be introduced into
the network.

There are many ways by which the fading coefficients
can be estimated. For example, we may assume that the
transmitted data from node ‘ to node k carries two data
types, namely, pilot symbols (training data) denoted by
ss‘ðiÞ, and data symbols cc‘;i or ww‘;i	1. The training data are

used for channel estimation and the data symbols are the
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intermediate estimates of the unknown parameter vector,
wo, which are used to update the network estimate at
node k. According to (2), the received training data at
node k and time i is affected by fading and noise, i.e.,

yy‘;kðiÞ ¼ hh‘;kðiÞ
ffiffiffiffiffiffiffi
Pt

ra‘;k

s
ss‘ðiÞ þ vv

ðyÞ
‘;kðiÞ; (25)

where vv
ðyÞ
‘;kðiÞ is a zero-mean additive white Gaussian

noise with variance s
ðyÞ2
v;‘k . It is reasonable to assume that

s
ðyÞ2
v;‘k ¼ s

ðcÞ2
v;‘k . The number of training symbols used dep-

ends on the specific application requirements and the
time scale variations of the channel. If we use a single
training data to estimate each coefficient and assume that
nodes k 2 f1; 2; . . . ; Ng sends sskðiÞ ¼ 1 as training sym-
bols, the least-squares estimation method gives the fol-
lowing estimate:

ĥh‘;kðiÞ ¼
ffiffiffiffiffiffiffi
ra‘;k
Pt

s
yy‘;kðiÞ: (26)

Remark 1. If we use an alternative way to find the threshold
SNR, no‘;k, without using distance information, then (25)

can be expressed as yy‘;kðiÞ ¼ bb‘;kðiÞss‘ðiÞ þ vv
ðyÞ
‘;kðiÞ, where

bb‘;kðiÞ ¼ hh‘;kðiÞðPt=r
a
‘;kÞ1=2. In this form the fading coeffi-

cient and path loss are combined into a new channel
coefficient bb‘;kðiÞ that implicitly includes the distance

information. In this case, to estimate the channel coeffi-
cients, bb‘;kðiÞ, unlike (26), the distance information are

not required.

From (25), it can be seen that yy‘;kðiÞ is composed of the
sum of two independent circular Gaussian random
variables. It follows that yy‘;kðiÞ will have circular Gaussian

distribution with zero mean and variance s2
h;‘k

Pt
ra
‘;k
þ s

ðcÞ2
v;‘k .

From (26), we therefore conclude that ĥh‘;kðiÞ has circular
Gaussian distribution with zero mean and variance

s2
h;‘k þ

ra
‘;k

Pt
s
ðcÞ2
v;‘k , and jĥh‘;kðiÞj2 has exponential distribution

with parameter

�‘;k ¼ 1

s2
h;‘k þ

ra
‘;k

Pt
s
ðcÞ2
v;‘k

: (27)

From here the probability of successful transmission from
node ‘ to node k will be defined in terms of the estimated
channel coefficient as

p‘;k , Pr
�
jĥh‘;kðiÞj2 � n‘;k

�
¼ e	�‘;k n‘;k : (28)

Considering the assumed training data and from (25) and
(26), the instantaneous channel estimation error will be

~hh‘;kðiÞ ¼ hh‘;kðiÞ 	 ĥh‘;kðiÞ ¼ 	
ffiffiffiffiffiffiffi
ra‘;k
Pt

s
vv
ðyÞ
‘;kðiÞ: (29)

Therefore, the variance of the estimation error is:

s2
~h‘;k

¼ Ej~hh‘;kðiÞj2 ¼
ra‘;k
Pt

s
ðcÞ2
v;‘k ; (30)

which shows that the power of the channel estimation error,

s2
~h‘;k

, decreases if the node transmit power increases or if the

distance between nodes ‘ and k decreases. To reduce the
channel estimation error, the alternative solution is to use
more pilot data. It can be shown that if the wireless channel
remains invariant over the transmission of n pilot data, then
the estimation error variance will be scaled by a factor of
1=n [41].

Remark 2. The time index i, in Algorithms 1 and 2, refers to
the iteration number of adaptation and combination
steps and not the time at which the communication
between nodes occurs. This implies that from time index
i	 1 to i, a node may transmit several training symbols
to its neighbors for channel estimation procedure and,
therefore, the estimated channels used in iteration i may
be obtained using several pilot data. However, to sim-
plify the presentation, we also use index i to represent
the communication time of pilots in (25) since it is
assumed that a single pilot datum is used for channel
estimation.

We can now express (2) in terms of the estimated chan-
nels ĥh‘;kðiÞ and the channel estimation error as

cc‘k;i ¼ ĥh‘;kðiÞ
ffiffiffiffiffiffiffi
Pt

ra‘;k

s
cc‘;i þ

ffiffiffiffiffiffiffi
Pt

ra‘;k

s
~hh‘;kðiÞcc‘;i þ vv

ðcÞ
‘k;i: (31)

The equalization coefficients ĝg‘;kðiÞ are computed using the

estimated channels ĥh‘;kðiÞ, according to (16). Using this con-
struction, the equalized received data at node k become:

ĝg‘;kðiÞcc‘k;i ¼ 1þ ĝg‘;kðiÞ
ffiffiffiffiffiffiffi
Pt

ra‘;k

s
~hh‘kðiÞ

 !
cc‘;i

þ ĝg‘;kðiÞvvðcÞ‘k;i:

(32)

Substituting the equalized data into (15), we obtain:

wwk;i ¼
X

‘2NN k;i

aa‘;kðiÞcc‘;i þ
X

‘2NN k;i

ee‘;kðiÞcc‘;i þ vv
ðcÞ
k;i ; (33)

where

ee‘;kðiÞ ¼ 	aa‘;kðiÞĝg‘;kðiÞvvðyÞ‘k ðiÞ; (34)

vv
ðcÞ
k;i ¼

X
‘2NN k;i

aa‘;kðiÞĝg‘;kðiÞvvðcÞ‘k;i: (35)

There are several important features in the combination
step (33) that need to be highlighted. First, the combination
coefficients, aa‘;kðiÞ, used in this step are time varying. These
coefficients, in addition to combining the exchanged infor-
mation, model the link failure phenomenon over the net-
work. Second, fĝg‘;kðiÞg account for the effects of fading

channels. Using these variables and the control SNR
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mechanism introduced above, we can reduce the effect of
link noise. Third, in (33), fee‘kðiÞg model the channel estima-
tion errors, which allows us to examine the impact of these
errors on the diffusion strategies.

In summary, in a multi-agent wireless network, each
node k will perform the processing tasks listed in Table 1 in
order of precedence to complete cycle i of the ATC diffusion
LMS algorithm.

4 PERFORMANCE ANALYSIS

In this section, we derive conditions under which the equal-
ized diffusion strategies are stable in the mean and mean
square sense. We also derive expressions to characterize the
mean-square-deviation (MSD) and excess mean-square-
error (EMSE) performance levels of the algorithms during
the transient phase and in steady-state. We focus on the
ATC variant (41)–(42). The same conclusions hold for (17)-
(18) with minor adjustments.

To derive a recursion for the mean error-vector of the net-
work, we begin with defining the local error vectors:

~wwk;i , wo 	 wwk;i; (43)

~cck;i , wo 	 cck;i: (44)

We subtract wo from both sides of (41) and (33) to obtain:

~cck;i ¼ ðI 	 mkuu
�
k;iuuk;iÞ~wwk;i	1 	 mkuu

�
k;ivvkðiÞ; (45)

~wwk;i ¼
X

‘2NN k;i

aa‘;kðiÞ~cc‘;i þ
X

‘2NN k;i

ee‘;kðiÞ~cc‘;i

þ
X

‘2NN k;i

ee‘;kðiÞwo 	 vv
ðcÞ
k;i : (46)

We collect the faa‘;kðiÞg into a left-stochastic matrix AAi and
the fee‘;kðiÞg into an error matrix EEi. We also define the
extended versions of these matrices using Krocecker prod-
ucts as AAi , AAi � IM and EEi , EEi � IM . We further introduce
the network error vectors:

~cci , colf~cc1;i; ~cc2;i; . . . ; ~ccN;ig; (47)

~wwi , colf~ww1;i; ~ww2;i; . . . ; ~wwN;ig; (48)

and the variables:

RRi , diagfuu�
1;iuu1;i; . . . ; uu

�
N;iuuN;ig; (49)

M , diagfm1IM; . . . ;mNIMg; (50)

ppi , col
	
uu�
1;ivv1ðiÞ; . . . ; uu�

N;ivvNðiÞ


; (51)

vv
ðcÞ
i , col vv

ðcÞ
1;i ; . . . ; vv

ðcÞ
N;i

n o
; (52)

vo , 1N � wo; (53)

where 1N is a column vector with lengthN and unit entries.
We can now use (45) and (46) to verify that the following
recursion holds for the network error vector:

~wwi ¼ BBi ~wwi	1 	 ðAAi þ EEiÞTMppi þ EEi
Tvo 	 vv

ðcÞ
i ; (54)

where

BBi ¼ ðAAi þ EEiÞT ðI 	MRRiÞ: (55)

4.1 Mean Convergence

Taking the expectation of (54) under Assumptions 1 and 2,
we arrive at

E½~wwi� ¼ BE½~wwi	1� þ ETvo; (56)

where

B , E½BBi� ¼ ðA þ EÞT ðI 	MRÞ; (57)

A , E½AAi� ¼ A� IM; (58)

E , E½EEi� ¼ E � IM; (59)

R , E½RRi� ¼ diag
	
Ru;1; . . . ; Ru;N



: (60)

To obtain (56), we used the fact that vvkðiÞ is independent of
uuk;i and E½vvkðiÞ� ¼ 0. Moreover, we have E½vvðcÞi � ¼ 0 because

ĝg‘;kðiÞ is independent of vv
ðcÞ
‘k;i and E½vvðcÞ‘k;i� ¼ 0. Considering

the time-varying left-stochastic matrix AAi, we can use (22) to
find the entries of A ¼ E½AAi�, i.e.,

a‘;k ¼ g‘;kp‘;k; if ‘ 2 N knfkg;
1	P‘2N knfkg g‘;kp‘;k; if ‘ ¼ k:

�
(61)

TABLE 1
ATC Diffusion Implementation

ĥh‘;kðiÞ ¼
ffiffiffiffiffiffi
ra
‘;k

Pt

r
yy‘;kðiÞ if ‘ 2 N knfkg;

1 if ‘ ¼ k

8<
: (36)

NN k;i ¼ f‘ 2 N k

�� ĥh‘;kðiÞ � n‘kg (37)

ĝg‘;kðiÞ ¼
ĥh�
‘;k

ðiÞ
jĥh‘;kðiÞj2

ffiffiffiffiffiffi
ra
‘;k

Pt

r
if ‘ 2 NN k;infkg

1 if ‘ ¼ k

8<
: (38)

II ‘;kðiÞ ¼ 1; if ‘ 2 NN k;i

0; otherwise

�
(39)

aa‘;kðiÞ ¼
g‘;kII ‘;kðiÞ; if ‘ 2 NN k;infkg
1	P‘2NN k;infkg aa‘;kðiÞ; if ‘ ¼ k

�
(40)

cck;i ¼ wwk;i	1 þ mkuu
�
k;i½ddkðiÞ 	 uuk;iwwk;i	1� (41)

wwk;i ¼
X

‘2NN k;i

aa‘;kðiÞgg‘;kðiÞcc‘k;i (42)
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Observe that AT1 ¼ 1. The ð‘; kÞth entry of matrix E is zero
on the diagonal and, for ‘ 6¼ k, is given by:

e‘;k ¼ 	E aa‘;kðiÞĝg‘;kðiÞvvðyÞ‘;kðiÞ
h i

¼ðiÞ 	g‘;k E II ‘;kðiÞĝg‘;kðiÞvvðyÞ‘;kðiÞ
h i

¼ðiiÞ 	g‘;k E ĝg‘;kðiÞvvðyÞ‘;kðiÞ
���jĥh‘;kðiÞj2 � n‘;k

h i

¼ðiiiÞ 	g‘;k E

" ffiffiffiffi
ra

Pt

q
hh�
‘;kðiÞvvðyÞ‘;kðiÞ þ ra

Pt
jvvðyÞ‘;kðiÞj2

jhh‘;kðiÞ þ
ffiffiffiffi
ra

Pt

q
vv
ðyÞ
‘;kðiÞj2

!

����� ��hh‘;kðiÞ þ
ffiffiffiffiffi
ra

Pt

r
vv
ðyÞ
‘;kðiÞ

��2 � n‘;k

� �#
:

(62)

The equality in step (ii) follows from the fact that ĝg‘;kðiÞ is
defined for ‘ 2 N knfkg when jĥh‘;kðiÞj2 � n‘;k, for which
II ‘;kðiÞ ¼ 1. We obtain (iii) by expressing ĝg‘;kðiÞ in terms of

hh‘;kðiÞ and vv
ðyÞ
‘;kðiÞ according to (25), (36) and (38). Expression

(62) indicates that e‘;k is bounded.

Remark 3. From the right hand side of (62), it can be verified
that the value of the expectation is independent of time
since the estimation error, vv

ðyÞ
‘;kðiÞ, and the channel coeffi-

cient, hh‘;kðiÞ, are assumed to be i.i.d. over time with fixed
probability density functions.

According to (56), when B is stable, then the network
mean error vector converges to

b , lim
i!1

E½~wwi� ¼ ðI 	 BÞ	1ETvo: (63)

If ĥh‘;kðiÞ ¼ hh‘;kðiÞ then E ¼ 0 and limi!1 E½~wwi� ¼ 0, i.e., the
algorithm will be asymptotically unbiased.

Let us now find conditions under which B is stable, i.e.,
conditions under which the spectral radius of B, denoted by
rðBÞ, is strictly less than one. We use the properties of the
block maximum norm k � kb;1 from [3], [42] to establish the

following relations:

rðBÞ � kBkb;1
� kðA þ EÞTkb;1 kðI 	MRÞkb;1
�
�
kATkb;1 þ kETkb;1

�
kðI 	MRÞkb;1

¼ 1þ kETkb;1
�kðI 	MRÞkb;1;

(64)

where in the last equality we used the fact that kATkb;1 ¼ 1
since A is left-stochastic. According to (64), rðBÞ is bounded
by one if

kðI 	MRÞkb;1 <
1

1þ kEkb;1
: (65)

Since I 	MR is block diagonal and Hermitian, we have
kðI 	MRÞkb;1 ¼ rðI 	MRÞ [3]. The spectral radius of

I 	MRwill be less than 1=ð1þ kEkb;1Þ if the absolute max-

imum eigenvalue of each of its blocks is strictly less than
1=ð1þ kEkb;1Þ. This condition is satisfied if at each node k

the step-size mk is chosen as:

1	 1
1þkEkb;1

�maxðRu;kÞ < mk <
1þ 1

1þkEkb;1
�maxðRu;kÞ ; (66)

where �maxð�Þ denotes the maximum eigenvalue of its
matrix argument. This relation reveals that the mean-stabil-
ity range of the algorithm, in terms of the step size parame-
ters fmkg, reduces as the channel estimation error over the
network increases. When the channel estimation error
approaches zero,2 that is when kEkb;1 ! 0, the stability con-

dition reduces to 0 < mk < 2
�maxðRu;kÞ, which is the mean sta-

bility range of diffusion LMS over ideal communication
links [3]. A similar analysis can be carried out for the CTA
diffusion strategy.

Theorem 1. Consider the diffusion strategies (41)–(42) with the
space-time data (1) and (2) satisfying Assumptions 1 and 2,
respectively, and where the channel coefficients are estimated
using (26) with training symbols skðiÞ ¼ 1. Then the algo-
rithms will be stable in the mean and the mean error vector
will converge to (63) if the step-sizes are chosen according
to (66).

4.2 Steady-State Mean-Square Performance

To study the mean-square performance of the algorithm, we
need to determine the network variance relation [1], [26],
[43]. The latter can be obtained by equating the weighted
squared norms of both sides of (54), and taking expectations
under Assumptions 1 and 2:

Ek~wwik2S ¼ Ek~wwi	1k2SS0
i
þ E

�
vo� EE�T

i SEET
i vo

�
þ E

�
pp�iMT ðAAi þ EE�T

i ÞSðAAi þ EEiÞTMppi
�

þ 2Re
n
E½vo�EE�T

i SBBi ~wwi	1�
o
þ E½vvðcÞ�i Svv

ðcÞ
i �; (67)

where for a vector x and a weighting matrix S � 0 with

compatible dimensions kxk2S ¼ x�Sx, and

SS
0
i ¼ BBi

�SBBi: (68)

Under the independence assumption between ~wwi	1 and RRi,
it holds that

E
�k~wwi	1k2SS0

i

� ¼ Ek~wwi	1k2E½SS0
i�: (69)

Using this equality in (67), we arrive at:

Ek~wwik2S ¼ Ek~wwi	1k2S0 þ TrðE�EET
i v

o� voEE�T
i S��

þ Tr

E½ðAAi þ EEiÞTMppipp

�
iMðAAi þ EE�T

i ÞS��
þ 2Re

n
TrðE½BBi ~wwi	1v

o�EE�T
i S�Þ

o
þ Tr


E½vvðcÞi vv

ðcÞ�
i S��; (70)

where S0 ¼ E½SS0
i�. To compute (70), we introduce:

P , E½ppipp�i � ¼ diag
	
s2
v;1Ru;1; . . . ; s

2
v;NRu;N



(71)

2. The channel estimation error can be reduced by transmitting
more pilot symbols or increasing the SNR during pilot transmission.
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Rv , diag
	
Rv;1 . . . ; Rv;N



(72)

Rv;k , E½vvðcÞk;i vv
ðcÞ�
k;i � ¼

X
‘2N knfkg

E
�
aa2‘;kðiÞ jĝg‘;kðiÞj2

�
R

ðcÞ
v;‘k: (73)

We show in Appendix A, how to compute the expectation
term multiplying R

ðcÞ
v;‘k in (73). Alternatively, this term can

be evaluated numerically by averaging over repeated
independent experiments.

To proceed, we assume that S is partitioned into block
entries of size M �M and let s ¼ bvecðSÞ denote the vector
that is obtained from the block vectorization of S. We shall

write k~wwik2S and k~wwik2s interchangeably to denote the same

weighted square norm [1]. Using properties of bvec and
block Kronecker products [44], the variance relation in (70)
leads in steady-state to:

lim
i!1

Ek~wwik2s ¼ lim
i!1

Ek~wwi	1k2Fs þ gTs; (74)

where F ¼ E½BBT
i �b BB�

i �, and

g ¼ lim
i!1

n
E
�EET

i �b EE�
i

�
bvec

ðvovo�ÞT �
þ E

�ðAAi þ EEiÞT �b ðAAi þ EE�T
i ÞT �bvecðMPTMÞ

þ 2RefE�BBi �b EE�
i � bvecððbvo�ÞTg

o
þ bvecðRT

v Þ:
(75)

Considering (55), matrix F can be written as:

F ¼ E
n�ðI 	MRRiÞT ðAAi þ EEiÞ

�
�b

�ðAAi þ EE�T
i ÞðI 	MRRiÞ

�o
¼ E

n�ðI 	MRRiÞT �b ðI 	MRRiÞ
�

� �ðAAi þ EEiÞ �b ðAAi þ EE�T
i Þ�o:

(76)

Since the entries of matrix RRi, which are defined in terms of
the regression data uuk;i, are independent of the entries of
matrices AAi and EEi, i.e., aa‘;kðiÞ and ee‘;kðiÞ, matrix F in (76)
can be written more compactly as:

F ¼ �F D; (77)

where

�F , E ðI 	MRRiÞT �b ðI 	MRRiÞ
h i

; (78)

D , E½DDi� ¼ E ðAAi þ EEiÞ �b ðAAi þ EE�T
i Þ� �

; (79)

We can find an expression for �F if we assume that the
regression data uuk;i are circular Gaussian—see Appendix B,

where ek is a unit basis vector in RN with entry one at posi-
tion k,

�F ¼ ðI 	MRÞT �b ðI 	MRÞ

þ
(XN

k¼1

½diagððvecðdiagðekÞÞÞ� �
�ðb	 1ÞðRT

k;u �Rk;uÞ þ rkr
�
k

�)

ðM�b MÞ;
(80)

rk ¼ vecðRu;kÞ, b ¼ 2 for real-valued data and b ¼ 1 for com-
plex-valued data. A simplified expression can be found to

compute �F without using the Gaussian assumption on the
regression data provided that the following condition holds.

Assumption 3. The channel estimation errors over the network
are small enough such that the adaptation step-sizes in (66)
can be chosen sufficiently small.

In cases where the distribution of the regression data is
unknown, under Assumption 3, the contributing terms
depending on m2

k can be neglected and as a result �F can
approximated by

�F � ðI 	MRÞT �b ðI 	MRÞ
h i

: (81)

In Appendix C, we show how to obtain the matrix D in
(79) needed for computing F in (77). To evaluate g, we
use the following relations, which are also established in
Appendix C:

E
�EET

i �b EE�
i

� ¼ E
�
EET

i � EE�
i

��� IM2 (82)

E
�ðAAi þ EEiÞT �b ðAAT

i þ EE�
i Þ
�

¼ E½ðAAi �AAiÞT � þ E
�
AAT

i � EE�
i

��
þ E

�ðEEi �AAiÞT � þ E
�
EET

i � EE�
i

��� IM2

(83)

E
�BBi �b EE�

i � ¼ fE�ðAAi �EEiÞ�� þ E
�
EET

i � EE�
i �
�� IM2g

� fðIMN 	MRÞ �b IMNg:
(84)

To obtain mean-square error steady state expressions for
the network, we let i go to infinity and use expression
(74) to write:

lim
i!1

Ek~wwik2ðI	FÞs ¼ gTs: (85)

Since we are free to choose S and hence s, we choose
ðI 	 FÞs ¼ bvecðVÞ, where V is another arbitrary positive
semidefinite matrix. Doing so, we arrive at:

lim
i!1

Ek~wwik2V ¼ gT ðI 	 FÞ	1bvecðVÞ: (86)

Recall from (48) that each sub-vector of ~wwi corresponds to
the estimation error at a particular node, for instance, ~wwk;i is
the estimation error at node k. Therefore, using (86), the
MSD at node k, denoted by hk, can be computed by choos-
ing V ¼ fdiagðekÞ � Ig, i.e.:

hk ¼ lim
i!1

Ek~wwk;ik2 ¼ lim
i!1

Ek~wwik2fdiagðekÞ�Ig

¼ gT ðI 	 FÞ	1bvecðdiagðekÞ � IMÞ:
(87)

The network MSD, denoted by h, is then defined as:

h ¼ lim
i!1

1

N

XN
k¼1

Ek~wwk;ik2; (88)

which can be also computed from (86) by using V ¼ 1
N IMN .

This leads to:
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h ¼ lim
i!1

1

N
Ek~wwik2 ¼ 1

N
gT ðI 	 FÞ	1bvecðIMNÞ: (89)

In (87) and (89), we assume that ðI 	 FÞ is invertible. In
what follows, we find conditions under which this
assumption is satisfied. Using the properties of the Kro-
necker product and the sub-multiplicative property of
norms, we can write:

rðFÞ � k �FDkb;1 � �� �F��
b;1kDkb;1: (90)

We next show that �F from (81) is a block diagonal Hermi-

tian matrix with block size NM2 �NM2. To this end, we
note that I 	MR is a block diagonal matrix with block size
M �M and then use (81) to obtain:

�F ¼ diag
n
ðI 	 m1Ru;1ÞT � ðI 	MRÞ;

� � � ; ðI 	 mNRu;NÞT � ðI 	MRÞ
o
:

(91)

Moreover, �F is Hermitian because considering R ¼ R�,
M ¼ MT ,RM ¼ MR, and we have

�F� ¼ ðI 	MRÞT �� �b ðI 	MRÞ�

¼ ðI 	MRÞT �b ðI 	MRÞ ¼ �F :
(92)

Now we can use the following lemma to bound the spectral
radius of matrix F in (90).

Lemma 1. Consider an N �N block diagonal Hermitian matrix
Y ¼ diagfY1; Y2; . . . ; YNg, where each block Yk is of size
M �M and Hermitian. Then it holds that [3]:

kY kb;1 ¼ max
1�k�N

rðYkÞ ¼ rðY Þ: (93)

According to this lemma, since �F is block diagonal
Hermitian, we can substitute its block maximum norm on
the right hand side of relation (90) with its spectral radius
and obtain:

rðFÞ � r
�
ðI 	MRÞT �b ðI 	MRÞ

�
kDkb;1

¼ r2ðI 	MRÞ kDkb;1:
(94)

We then deduce that rðFÞ < 1 if:

0 < rðI 	MRÞ <
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

kDkb;1
q : (95)

Since I 	MR is a block-diagonal matrix, this condition will
be satisfied for small step-sizes that also satisfy:

1	 1ffiffiffiffiffiffiffiffiffiffiffiffi
kDkb;1

p
�maxðRu;kÞ < mk <

1þ 1ffiffiffiffiffiffiffiffiffiffiffiffi
kDkb;1

p
�maxðRu;kÞ : (96)

If the channel estimation error is small, then kEkb;1 � 0 and
D � A�b A. Subsequently, kDkb;1 � 1 and this mean-

square stability condition reduces to 0 < mk < 2
�maxðRu;kÞ

which is the mean-square stability range of diffusion LMS
over ideal communication links [3].

4.3 Mean-Square Transient Behavior

In this part, we derive expressions to characterize the mean-
square convergence behavior of the diffusion algorithms
over wireless networks with fading channels and noisy
communication links. To derive these expressions, it is
assumed that each node knows the CSI of its neighbors, and
EEi ¼ 0 for all i. We then use (67) and consider wwk;	1 ¼ 0;
8k 2 f1; . . . ; Ng to arrive at:

Ek~wwik2s ¼ kwok2F iþ1s þ �gT
Xi
j¼0

F js; (97)

where

�g , E
�AAT

i �b AAi

�
bvecðMPTMÞþ bvecð �RT

v Þ; (98)

�Rv , diag
	
�Rv;1 . . . ; �Rv;N



; (99)

�Rv;k , E
�
vv
ðcÞ
k;i vv

ðcÞ�
k;i

� ¼ X
‘2N knfkg

E
�
aa2‘;kðiÞ jgg‘;kðiÞj2

�
R

ðcÞ
v;‘k: (100)

Under this condition, and since EEi ¼ 0, F can be exp-
ressed as:

F � �F E
�AAT

i �b AAi

�
: (101)

Writing (97) for i	 1 and computing Ek~wwik2s 	 Ek~wwi	1k2s
leads to:

Ek~wwik2s ¼ Ek~wwi	1k2s þ kwok2F iðI	FÞs þ �gTF is: (102)

By replacing s with smsdk ¼ diagðekÞ � IM and semsek ¼
diagðekÞ �Ru;k, we arrive at two recursions for the evolution
of the MSD and EMSE over time:

hkðiÞ ¼ hkði	 1Þ 	 kwokF iðI	FÞsmsdk
þ �gTF ismsdk ; (103)

zkðiÞ ¼ zkði	 1Þ 	 kwokF iðI	FÞsemsek
þ �gTF isemsek : (104)

We can find the learning curves of the network MSD and
EMSE either by averaging the nodes learning curves (103)
and (104), or by, respectively, substituting the following
two values for s in recursion (102):

smsd ¼ 1

N
bvecðIMNÞ; (105)

semse ¼ 1

N
bvec


diagfRu;1; . . . ; Ru;Ng

�
: (106)

5 NUMERICAL RESULTS

In this section, we present computer experiments to
illustrate the performance of the ATC diffusion strategy
(41)–(42) in the estimation of the unknown parameter
vector wo ¼ 2½1þ j1; 	1þ j1�T over time-varying wireless
channels. We consider a network with N ¼ 10 nodes, which
are randomly spread over a unit square area ðx; yÞ 2
½0; 1� � ½0; 1�, as shown Fig. 2. We choose a transmit power
of Pt ¼ 1, nominal transmission range of ro ¼ 0:4 and path-
loss exponent a ¼ 3:2. For each node k 2 f1; 2; . . . ; Ng, we
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set mk ¼ 0:01 and wwk;	1 ¼ 0. We adopt zero-mean Gaussian

random distributions to generate vvkðiÞ, vvðcÞ‘k;i and uuk;i. The dis-

tribution of the communication noise power over the spatial
domain is illustrated in Fig. 3. The regression data uuk;i have

covariance matrices of the form Ru;k ¼ s2
u;kIM . The trace of

the regression data, TrðRu;kÞ, and the variances of measure-

ment noise, s2
v;k, are illustrated in Fig. 4. The exchanged

data between nodes experience distortion characterized by
(2). At time i, the link between nodes ‘ and k fails with prob-
ability 1	 p‘;k. We obtain g‘;k using the relative-degree com-

bination rule [2], [3], i.e.,

g‘;k ¼
jN ‘jP

m2N k
jNmj ; if ‘ 2 N k

0; otherwise;

(
(107)

and update AAi it at each time i according to the introduced
combination rule (22).

Figs. 5 and 6 show the network MSD in transient and
steady-sate regimes, where the simulation curves are
obtained from the average of 500 independent runs. In these
figures, we compare the performance of the proposed ATC
diffusion algorithm over wireless channels for different CSI
cases at the receiving nodes. In particular, we examine the
performance of the algorithm with perfect CSI, where each
node k knows the CSI of all its neighbors. We also consider
scenarios where nodes do not have access to the CSI of their

neighbors and obtain this information using one and two
samples pilot data. For reference, we also illustrate the per-
formance of ATC diffusion over ideal communication links
in which the communication links between nodes are error-
free, i.e., for each node k, c‘k;i ¼ c‘;i for all i.

The best performance in these experiments belongs to
the diffusion strategy that runs over network with ideal
communication links. As expected, the diffusion strategy
with perfect CSI knowledge outperforms diffusion strategy

Fig. 2. This graph shows the topology of the wireless network at the
start-up time i ¼ 0, where two nodes are connected if their distance is
less than their transmission range, ro ¼ 0:4.

Fig. 3. Power of communication noise vv
ðcÞ
‘k;i over the network.

Fig. 4. Network energy profile.

Fig. 5. Learning curves of the network in terms of MSD and EMSE.

Fig. 6. Steady-state MSD over the network.

ABDOLEE ETAL.: DIFFUSION ADAPTATION OVER MULTI-AGENT NETWORKSWITH WIRELESS LINK IMPAIRMENTS 1371



with channel estimation using one or two samples pilot
data, respectively, by 5 and 7 dB. In particular, the steady-
sate mean-square performance of the algorithm improves
almost by 2 dB for an additional sample of pilot data used
for channel estimation. Therefore, if the wireless channels
are slowly-varying, by using a larger number of pilot data,
it is possible to approach the performance of the diffusion
strategy algorithm with perfect CSI.

We have also produced a transient MSD curve using
standard diffusion LMS [2], under similar fading condi-
tions and noise. The results showed that the network
MSD grows unbounded (i.e., error ! 1). This problem
can be justified using the fact that some nodes, in the
combination step, use severely distorted data from neigh-
bors with bad channel conditions and low SNR. Conse-
quently a large error is introduced into their updated
intermediate estimates, which then will propagate into
the network in the following iterations and cause cata-
strophic network failure.

In Fig. 7, we compare the performance of diffusion
strategies for different ranges of SNR over the network.
We also make some comparisons between the cooperative
and non-cooperative networks where in the latter case the
network runs a stand-alone LMS filter at each node,
which is equivalent to running the diffusion strategy with
AAi ¼ I. In Fig. 7, the SNR index n 2 f1; 2; . . . ; 7g over the
x-axis refers to the nth network SNR distribution,
obtained by uniformly scaling up the initial SNR distribu-
tion over the network by 5 dB for each increment in the
integer n, as represented by SNRn ¼ SNRini þ 5n (dB),
where SNRini are the SNR of the connected nodes illus-
trated in Fig. 2, obtained from uniformly distributed ran-
dom variables in the range ½5 10�dB.

As shown in Fig. 7, the performance of non-cooperative
adaptation and diffusion LMS with ideal communication
links remains invariant with changes in the SNR values.
This is expected since the performance of the diffusion
LMS in these cases is not affected by the communication
noise, vv

ðcÞ
‘k;i and vv

ðyÞ
‘k;i. In comparison, the performance of

the modified diffusion strategy over wireless links depends
on the CSI. As the knowledge about the network CSI

increases, the performance improves. From this result, we
observe that at low SNR the performance discrepancies
between diffusion with perfect CSI and diffusion with chan-
nel estimation is larger compared to high SNR scenarios.
This difference in performance can be reduced by using
more pilot data to estimate the channel coefficients in each
time slot. In addition, at very low SNR, we see that the non-
cooperative case outperforms the modified diffusion strat-
egy. This result suggests that in wireless networks with high
levels of communication noise at all nodes (e.g., when the
nodes transmit power is very low), to maintain a satisfactory
performance level the network must switch to the non-coop-
erative mode. This also suggests that if the transmit power of
some nodes is below some threshold value, these nodes
should go to a sleep mode in order to avoid error propaga-
tion over the network.

6 CONCLUSION

We extended the application of diffusion LMS strategies to
sensor networks with time-varying fading wireless chan-
nels. We analyzed the convergence behavior of the modified
diffusion LMS algorithms, and established conditions under
which the algorithms converge and remain stable in the
mean and mean-square error sense. The analysis revealed
that the performance of the diffusion strategies depends on
the level of CSI knowledge and the level of communication
noise power over the network. In particular, when the CSI
are known, the modified diffusion algorithms are asymptot-
ically unbiased and converge in the slow adaptation regime.
In contrast, the parameter estimates will become biased
when the CSI are obtained through pilot-aided channel esti-
mation. Nevertheless, the size of the bias can be made small
by increasing the number of pilot symbols or increasing the
link SNR.

APPENDIX A

Computation of Rv;k

To obtain Rv;k in (73), we need to compute the expectation

E aa2‘;kðiÞ jĝg‘;kðiÞj2
h i

¼ E
aa2‘;kðiÞ

Pt
ra
‘;k
jĥh‘;kðiÞj2

2
4

3
5 (108)

for ‘ 2 N knk. For the case ‘ ¼ k, we haveRv;‘k ¼ 0 and hence

the expectation of ½aa2‘;kðiÞ jĝg‘;kðiÞj2�Rv;‘k in (73) is zero. For

‘ 6¼ k, we proceed as follows. Since the joint probability dis-
tribution function of the numerator and denominator in
(108) is unknown, the expectation can be approximated
using one of two ways. In the first method, we can resort to
computer simulations. In the second method, we can resort
to a Taylor series approximation as follows. We introduce

the real-valued auxiliary variable xx ¼ aa2‘;kðiÞ. Considering
the combination rule (22), the expectation of xx when ‘ 6¼ k

will be:

E½xx� ¼ g2
‘kp‘;k: (109)

To compute the variance and expectation of the denomina-
tor in (108), we let the exponential distribution function

Fig. 7. The network performance comparison with non-cooperative diffu-
sion LMS and with diffusion LMS over ideal communication links.
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fyyðyÞ with parameter � given by (27) denote the pdf of

yy ¼ jĥh‘;kðiÞj2, i.e.,

fyyðyÞ ¼ �‘;ke
	�‘;ky; for y 2 ½0; 1Þ: (110)

We also let f ðtÞ
yy ðyÞ represent the pdf of yy for y 2 ½n‘;k; 1Þ. It

can be verified that f ðtÞ
yy ðyÞ represents a truncated exponen-

tial distribution and is given by:

fðtÞyy ðyÞ ¼ �‘;ke
	�‘;kðy	n‘;kÞ; for y 2 ½n‘;k; 1Þ: (111)

If we now define

zz ¼ Pt

ra‘;k
yy: (112)

Then, the pdf of zz can be computed as [38]:

fzzðzÞ ¼
��� dy
dz

���f ðtÞ
yy ðg	1ðzÞÞ; (113)

where

dy

dz
¼ ra‘;k

Pt
and g	1ðzÞ ¼ ra‘;k

Pt
z: (114)

Therefore,

fzzðzÞ ¼
ra‘;k
Pt

�‘;ke
	�‘;kð

ra
‘;k
Pt

z	n‘;kÞ; for z 2
h Pt

ra‘;k
n‘;k; 1

�
: (115)

Using this distribution the mean and variance of zz will
be [38]:

E½zz� ¼ Pt

ra‘;k

� 1

�‘;k
þ n‘;k

�
; (116)

varðzzÞ ¼
� Pt

ra‘;k�‘;k

�2
: (117)

We can now proceed to approximate the expectation (108)
by defining

fðxx; zzÞ ¼ xx

zz
(118)

and employing a second order Taylor series expansion to
write:

E½fðxx; zzÞ� � E½xx�
E½zz� 	

1

ðE½zz�Þ2 covðxx; zzÞ þ
E½xx�

ðE½zz�Þ3 varðzzÞ: (119)

Substituting, E½xx�, E½zz�, covðxx; zzÞ and varðzzÞ into (119), we
then arrive at:

E½fðxx; zzÞ� � E aa2‘;kðiÞ jĝg‘;kðiÞj2
h i

� g2
‘kp‘;k

 
1

Pt
ra
‘;k
ð 1
�‘;k

þ n‘;kÞ
	 n‘;k

Pt
ra
‘;k
ð 1
�‘;k

þ n‘;kÞ2

þ 1
Pt
ra
‘;k
�2
‘;kð 1

�‘;k
þ n‘;kÞ3

!
:

(120)

APPENDIX B

Derivation of (80)

First, we note that when uuk;i are zero mean circular com-
plex-valued Gaussian random vectors and i.i.d. over time,
then for any Hermitian matrix G of compatible dimensions
it holds that [43]:

E½uu�
k;iuuk;iGuu

�
k;iuuk;i� ¼ bðRu;kGRu;kÞ þRu;kTrðGRu;kÞ; (121)

where b ¼ 1 for complex regressors and b ¼ 2 when the
regressors are real. Using (121) and spatial independence of
the regression data we have

E½uu�
k;iuuk;iGuu

�
‘;iuu‘;i� ¼ Ru;kGRu;‘ þ dk‘ðb	 1ÞRu;kGRu;k

þ dk‘Ru;kTrðGRu;kÞ;
(122)

where dk‘ is the Dirac delta sequence. To compute �F , we
first introduce

LLi ¼ ðI 	MRRiÞQðI 	MRRiÞ; (123)

where Q is an arbitrary deterministic Hermitian matrix. We
now note that

bvec E½LLi�ð Þ ¼ðivÞ E ðI 	MRRiÞT �b ðI 	MRRiÞ
h i

bvecðQÞ

¼ðvÞ �F bvecðQÞ;
(124)

where (v) obtained by comparing the expectation term on
the right hand side of (iv) with definition (78). We proceed
by taking expectation of both sides of ð123Þ, i.e.,

E½LLi� ¼ Q 	RMQ	QMRþ E RRiMQMRRi½ �; (125)

bvec

E
�RRiQ0RRi

�� ¼
(
ðRT�bRÞ þ

XN
k¼1

h
diagðvecðdiagðekÞÞÞi

�
h
ðb	 1ÞðRT

k;u �Rk;uÞ þ rkr
�
k

i)
ðM�b MÞbvecðQÞ:

(126)

To compute the block vectorization of the last term on the
right hand side of (125), we introduce the block partitioned
matrix Q0 ¼ MQM with blocks Q0

k‘ and use (122) to obtain
(126), where rk ¼ vecðRu;kÞ.

Now, using (125), we can write:

bvecðE½LLi�Þ ¼

I 	 I �b MR	RTM�b I

�
bvecðQÞ

þ bvec

E
�RRiQ0RRi

��
:

(127)

From (124), (126) and (127) and using the fact that the real
vector space of Hermitian matrices is isomorphic to RN2�1

[45], we arrive at (80).
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APPENDIX C

Computation of D
We expand D ¼ E½DDi� in (79) as:

D ¼
n
E½AAi �AAi� þ E½AAi � EE�T

i �

þ E½EEi �AAi� þ E½EEi � EE�T
i �
o
� IM2:

(128)

The ðr; zÞth entry of E½AAi �AAi�, denoted by fr;z, is:

fr;z ¼ E½aa‘;kðiÞaam;nðiÞ�; (129)

where the relation between ðr; zÞ and ‘; kÞ is:

r ¼ ð‘	 1ÞN þm; and z ¼ ðk	 1ÞN þ n: (130)

When k 6¼ n, entries aa‘;kðiÞ and aam;nðiÞ come from different
columns of AAi and are independent. Hence, in this case, we
can write:

fr;z ¼ E
�
aa‘;kðiÞ

�
E
�
aam;nðiÞ

�
(131)

with

E
�
aaj;qðiÞ

� ¼ 1	Pr2N qnq prqgrq; if j ¼ q;
pjqgjq; otherwise.

�
(132)

When k ¼ n, the entries aa‘;kðiÞ and aam;nðiÞ come from the
same column of AAi and may be dependent. In this case,
there are four possibilities: (1) if ‘ ¼ m and ‘ 6¼ k:

fr;z ¼ g2
‘;kp‘;k: (133)

(2) if ‘ ¼ m and ‘ ¼ k:

fr;z ¼ E

" 
1	

X
‘2N knk

aa‘;kðiÞ
! 

1	
X

‘2N knk
aa‘;kðiÞ

!#
(134)

¼ 1	 2
X

‘2N knk
p‘;kðg‘;k 	 g2

‘;kÞ 	
X

‘2N knk
p2‘;kg

2
‘;k

þ
X

ð‘2N knkÞ

X
ðm2N knkÞ

p‘;kpm;kg‘;kgm;k:

(135)

(3) if ‘ 6¼ m and ‘ 6¼ k andm 6¼ n:

fr;z ¼ g‘;kgm;np‘;kpm;n: (136)

(4) if ‘ 6¼ m and ‘ ¼ k andm 6¼ n:

fr;z ¼ E

"
1	

X
j2Nnk

aaj;kðiÞ
�
aam;nðiÞ

#

¼ gm;npm;n

 
1	 gm;n þ

X
j2N knfk;mg

gj;kpj;k

!
: (137)

The ðr; zÞth entry of E½AAi � EE�T
i �, denoted by xr;z, can be

expressed as:

xr;z ¼ 	E
h
aa‘;kðiÞ aam;nðiÞĝg�m;nðiÞvvðyÞ�m;nðiÞ

i

¼ 	E

"
aa‘;kðiÞaam;nðiÞ

ffiffiffiffi
ra

Pt

q
hhm;nðiÞvvðyÞ�m;nðiÞ þ ra

Pt
jvvðyÞm;nðiÞj2��hhm;nðiÞ þ

ffiffiffiffi
ra

Pt

q
vv
ðyÞ
m;nðiÞ

��2
�����hhm;nðiÞ þ

ffiffiffiffiffi
ra

Pt

r
vvðyÞm;nðiÞ

��2 � nm;n

#
:

(138)

Likewise, the entries of E½EEi �AAi� and E½EEi � EE�T
i � can be

expressed in terms of the combination weights, channel
coefficients and the estimation error. We can follow the
argument presented in Remark 3 to show that the right
hand side of (138) as well as the entries of E½EEi �AAi� and
E½EEi �EE�T

i � are invariant with respect to time and have

finite values.
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