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ABSTRACT A natural choice to model strong temporal dynamics of speech is the recurrent neural network
(RNN) since it can exploit the sequential information from consecutive acoustic frames and generalizes
the model well to unseen speakers. Besides, the convolutional neural network (CNN) can automatically
extract sophisticated speech features that can maximize the performance of a model. In this paper, we
propose a hybrid neural network model integrating a new low-complexity fully-convolutional CNN and
a long short-term memory (LSTM) network, a variation of RNN, to estimate a phase-sensitive mask for
speech enhancement. The model is designed to take full advantages of the temporal dependencies and
spectral correlations present in the input speech signal while keeping the model complexity low. Also, an
attention technique is embedded to recalibrate the useful CNN-extracted features adaptively. Furthermore,
a grouping strategy is employed to reduce the LSTM complexity while keeping the performance almost
unchanged. Through extensive comparative experiments, we show that the proposed model significantly
outperforms some known neural network-based speech enhancement methods in the presence of highly
non-stationary noises, while it exhibits a relatively small number of model parameters compared to some
commonly employed DNN-based methods.

INDEX TERMS Attention technique, convolutional neural network, grouped long short-term memory, phase
sensitive mask, speech enhancement.

I. INTRODUCTION
In real-world environments, speech signals are often corrupted
by ambient noises during their acquisition, leading to degra-
dation of quality and intelligibility of the speech for a listener.
As one of the central topics in the speech processing area,
speech enhancement aims to recover clean speech from such
a noisy mixture. It brings significant advantages in various
applications such as mobile communication, robust speech
recognition, hearing prosthesis, hands-free smart home de-
vices, etc. [1]. Speech enhancement methods can be catego-
rized into single-channel (or monaural), where a single mi-
crophone is used to capture the speech, and multi-channel,
which takes advantage of spatial information obtained from

multiple microphones. Monaural speech enhancement is more
challenging as it relies on a smaller set of observations. When
combined with spatial filtering (e.g., beamforming), it also
forms the basis for multi-channel techniques. In this work,
our main interest lies in single-channel processing, although
generalization to multi-channel processing is possible.

Researchers have advanced numerous approaches to at-
tenuate or remove noise from a corrupted speech signal in
past decades. Some well-known traditional methods such as
spectral subtraction [2], which subtracts an estimate of the
noise power spectrum from noisy speech spectrum, and the
Wiener filtering [1], [3], where the spectrum is multiplied by
a Wiener gain function, suffer from artifacts, such as musical
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noise due to the presence of residual peaks in the spectrum of
the processed speech. Another class of traditional methods is
designed based on the estimation (e.g., spectral magnitude) of
statistical properties of both speech and noise signals using the
minimum mean-square error (MMSE) criterion, as in e.g. [4].
These methods generally yield lower residual noise but still
produce speech distortion. Most of these traditional methods
rely on some assumptions, such as speech and noise being
uncorrelated or stationary, which do not fit real-world scenar-
ios and lead to inaccurate estimation of the underlying model
statistics. In particular, these methods often fail to suppress
highly non-stationary noises and unexpected adverse real-
world scenarios. As a complement to the traditional methods,
the spectral masking based methods such as the well-known
ideal binary mask (IBM) [5] and ideal ratio mask (IRM) [6]
have been introduced to suppress the time-frequency (TF)
cells of noisy speech spectrogram where the noise is dom-
inant. These methods can achieve good performance if the
mask is accurately estimated.

Nowadays, deep learning as a primary tool to develop data-
driven information systems has led to revolutionary advances
in numerous areas, including speech enhancement. In this
context, speech enhancement is treated as a supervised learn-
ing problem, which does not rely on any prior assumption on
the speech and noise, nor suffers from the above issues faced
by traditional methods. In a supervised speech enhancement
method, typically, a deep neural network (DNN) learns the
highly complex relationship between a set of input signal
features and the desired training target, which could be the
speech spectrum or a spectral mask. In effect, an appropriately
chosen training target can boost the learning and generaliza-
tion capabilities of the model in unseen conditions [1].

One of the well-known DNN-based speech enhancement
methods was presented in [7]. The authors therein employed
a fully-connected (FC) neural network to map the log-power
spectrum of the noisy speech to that of the clean one and
reported significant improvements in terms of quality and
intelligibility over traditional methods. Se et al. [8] introduced
another mapping-based method where a CNN models the re-
lationship between the noisy and clean speech spectra. Other
examples of mapping-based methods for supervised speech
enhancement can be found in [9], [10]. However, these ap-
proaches entail using a large training dataset to achieve an
accurate mapping [11]. Instead, DNN can be exploited to
predict a spectral mask applied to the noisy speech spectro-
gram. Yuxuan et al. [12] presented one of the first DNN-based
mask estimation models where the network output is an IBM,
and showed remarkable improvements in speech intelligibility
for both normal-hearing and hearing-impaired listeners. Wang
et al. [13] carried out a study to evaluate the enhancement
performance of DNN models using different training targets.
They employed an FC network to either directly estimate the
short-time Fourier transform (STFT) of the spectral magni-
tude of the clean speech or a spectral mask, including IRM
and the spectral magnitude mask (SMM). They concluded
that estimating a spectral mask is more efficient than directly

estimating the clean speech magnitude spectrum as far as
quality and intelligibility scores are concerned.

Most of the previous methods focused on enhancing the
speech magnitude solely and used the noisy phase to restore
the estimated speech, thereby underestimating the impact of
phase enhancement on the overall performance. Besides, the
lack of clear structures in the phase spectrogram renders its
estimation difficult, especially by DNN [14]. Nonetheless,
the advantages of exploiting phase information for speech
enhancement have been demonstrated in [15], where the au-
thors showed that processing the phase spectrum along with
magnitude can further improve perceptual speech quality and
boost both objective and subjective enhancement results. Sub-
sequently, estimation of the phase spectrum was attempted
in [16] given a prior knowledge of the signal magnitude spec-
trum. Another phase enhancement method was introduced
in [17] where only the phase spectrum of voiced speech
frames was enhanced. Besides, some masking-based tech-
niques have also been proposed to enhance the noisy speech
phase. Erdoghan et al. [18] introduced a phase-sensitive spec-
trum approximation (PSSA) as an extension of SMM and
showed that the incorporation of phase information leads to
a better signal-to-distortion ratio (SDR) of the estimated clean
speech in comparison to SMM. Williamson et al. [14] in-
troduced a DNN-based technique to predict a complex IRM
(cIRM) to enhance the noisy speech phase and magnitude
simultaneously. In [14] and [19], respectively, an FC network
and a composite model were employed to estimate cIRM,
leading to improved quality and intelligibility. Instead of es-
timating the real and imaginary parts of a mask, direct esti-
mation of the clean real and imaginary speech spectra was
suggested in [20] and our previous work [11].

As discussed in the literature, DNN-based methods for
speech enhancement often employ an FC network that com-
prises a large number of parameters. More importantly, these
methods neglect temporal information even though speech
exhibits strong temporal dependencies. Unlike an FC network
that processes input samples independently, RNN with self-
connections (to feedback previous hidden activations) treats
input samples as a sequence and models the information flow
over time. It makes RNN a natural choice to model the tem-
poral dynamics of speech using information extracted from
previous frames; thus, RNN can be employed as a learning
machine for speech enhancement [1], [21]. Since a traditional
RNN acts like an FC network with an infinite number of
hidden layers and thus suffers from the vanishing and explod-
ing gradient problem, long short-term memory (LSTM) net-
works were introduced instead for sequence learning. Jitong
et al. [21] employed an LSTM network to estimate IRM and
showed that compared to FC networks, LSTM significantly
improves speech enhancement performance while boosting
speaker generalization capability. In [22], a modified version
of LSTM called bidirectional LSTM (BLSTM) was proposed,
which combines information from past and future states to
calculate the output sequence, thus taking full advantage of
the input signal’s contextual information.
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The choice of features for the network input is very im-
portant in the learning process since inappropriate inputs may
result in deviation of the output from its reference value.
Furthermore, the more discriminative are the applied fea-
tures, the less demand for the learning machine [1]. Masood
et al. [23] conducted an extensive survey on different conven-
tional acoustic-phonetic features and evaluated how different
features affect enhancement performance. Instead of using
conventional features, a CNN can be employed to extract the
most appropriate input speech features for the enhancement
task. As an efficient method of feature extraction, a traditional
CNN made up of cascade connections of convolutional and
pooling layers was employed for speech recognition in [24]
and for acoustic scene classification in [25]. However, due to
the small receptive field of CNN filters, the general contextual
information of speech is suppressed. To address this problem,
a new CNN structure with 1D convolution in the frequency
domain and 2D dilated convolution in the time-frequency
domain was proposed in [11] to enlarge the receptive field
while keeping the number of parameters and memory foot-
print small.

In this paper, we propose a novel hybrid neural network
that integrates a CNN and LSTM for speech enhancement
based on phase sensitive mask (PSM) estimation. The novel
contributions of the paper are summarized as follows.

1) A new low-complexity fully-convolutional CNN that fa-
cilitates learning, accelerates convergence, and reduces
the number of model parameters is proposed to extract
the most appropriate features of the input speech.

2) An attention technique is adopted to adaptively empha-
size the valuable features extracted by CNN and sup-
press less important ones.

3) An RNN is employed to take advantage of temporal
dependencies of speech and accomplish the regression
between the CNN-extracted features and the mask val-
ues.

4) Different RNN variations are evaluated and analyzed to
optimize the network structure in terms of performance,
computation time, memory footprint, and number of
model parameters.

5) A grouping strategy is adopted to reduce the number of
RNN parameters. Moreover, different forms of grouping
strategy are compared in terms of the objective quality
of the enhanced speech and the number of trainable
parameters.

6) The proposed model is evaluated using different
datasets and compared to some related DNN-based
methods. Different training targets are also investigated
to exploit the phase information alongside magnitude
enhancement so as to achieve the best performance.

The rest of this paper is organized as follows: Section II
briefs several training targets incorporating phase informa-
tion. Section III introduces the proposed model’s network
structure. Experimental results and comparisons are pre-
sented in Section IV, and finally, Section V concludes the
paper.

FIGURE 1. Spectrogram plot of clean speech (a) magnitude, (b) phase, (c)
real component, and (d) imaginary component.

II. TRAINING TARGETS
Consider a noisy speech signal, y(t ), as the sum of clean
speech, x(t ), and additive noise, n(t ), i.e., y(t ) = x(t ) + n(t ),
where t denotes the discrete-time. Accordingly, the spectro-
gram of the noisy speech can be expressed as,

Y (k, l ) = X (k, l ) + N (k, l ) (1)

where Y (k, l ), X (k, l ), N (k, l ) represent the STFTs of y(t ),
x(t ), and n(t ), over consecutive frames, respectively, and
k and l denote the time frame and frequency discrete in-
dices, respectively. In the sequel, we shall often represent
complex STFT coefficients in terms of their magnitude and
phase, as X (k, l ) = |X (k, l )|∠X (k, l ), or in terms of the real
and imaginary parts, as X (k, l ) = �(X (k, l )) + i�(X (k, l )).
Fig. 1(a) and (b) show the spectrogram plots of the magnitude
and phase of a representative clean speech utterance, while
Fig. 1(c) and (d) depict the real and imaginary spectrogram
components of the same utterance, respectively. As shown,
the magnitude spectrum of the clean speech exhibits a clear
structure that is amenable to supervised learning and thus has
been considered as the training target in many studies, such
as [9], [10], where the DNN-estimated magnitude spectro-
gram is combined with the noisy phase to resynthesize the
clean speech. Besides, some studies such as [6], [13], consider
IRM as the training target, as below,

IRM(k, l ) =
√

X 2(k, l )

X 2(k, l ) + N2(k, l )
(2)

The estimated IRM will be multiplied by the noisy speech
spectrogram, and then the estimated clean speech will be

138 VOLUME 2, 2021



resynthesized using the noisy phase. Meanwhile, phase pro-
cessing is prominent for speech enhancement, particularly at
low SNR levels, as the phase of background noise is dominant
at these SNR levels. Hence, the PSM as an extension to IRM
was introduced in [18] to exploit the phase information in the
enhancement procedure, which is defined as,

PSM(k, l ) = �
(

X (k, l )

Y (k, l )

)

= �
( |X (k, l )|

|Y (k, l )| ei(∠X (k,l )−∠Y (k,l ))
)

= |X (k, l )|
|Y (k, l )| cos(ζ ) (3)

where ζ is the difference of noisy and clean speech phases
within each TF cell.

As shown in Fig. 1(b), the phase spectrogram looks quite
random since the wrapped phase values fall in (−π, π ]. Thus,
direct estimation of the phase spectrogram is intractable for
DNN [14]. Hence, some studies like [11] considered the
complex spectrogram’s real and imaginary components as the
training target and had the neural network directly estimate
them. Since both components appear similar, except for a
shift of π/2 radians, and possess a clear structure akin to the
magnitude spectrogram, as shown in Fig. 1(c) and (d), they are
amenable to supervised learning. Furthermore, the similarity
and correlation between the two components make it possi-
ble to estimate both components by a single neural network.
From another perspective, the parameter sharing mechanism
to simultaneously predict both components boosts learning
and generalization capability. In particular, the authors of [11]
and [26] improved the estimation of these real and imaginary
components as two highly correlated subtasks through param-
eter sharing.

In [14], cIRM was suggested as the training target of the
neural network. From X (k, l ) = M(k, l ) ◦ Y (k, l ), the com-
plex ratio mask M(k, l ) can be computed as,

M = YrXr + YiXi

Yi
2 + Yr

2 + i
YrXi − YiXr

Yi
2 + Yr

2 (4)

where r and i denote the real and imaginary components, and
◦ represents element-wise multiplication. Here, the argument
(k, l ) is discarded for brevity. The authors of [14] considered
both real and imaginary components of M as two subtasks
to be estimated by a single DNN to enhance magnitude and
phase simultaneously.

Different statements about whether mapping or masking
performs better for speech enhancement can be found in the
literature. In [13] , it is claimed that estimating cIRM outper-
forms direct estimation of real and imaginary components of
a complex clean speech spectrogram for speech enhancement,
while in [26] the advantage of direct estimation of a complex
spectrogram over cIRM is stressed. These controversial com-
ments likely stem from different DNNs and training datasets
employed in these methods. An ideal cIRM can faithfully
recover the complex spectrogram of clean speech and the clear

FIGURE 2. (a) cIRM real part, (b) cIRM imaginary part, (c) Estimated cIRM
imaginary part.

structure of its real and imaginary components, as shown in
Fig. 2(a) and (b), makes it amenable to supervised learning.
However, the neural network is surprisingly unable to esti-
mate the imaginary component of cIRM. In [27], the authors
supposed that it is because of the lack of a learnable pattern
in the imaginary component of the cIRM. Fig. 2(c) shows
the imaginary part of the cIRM estimated by a well-trained
DNN. As shown, there is no information in the imaginary
part. This complies with the argument made in [28] about
the disability of DNN to estimate the imaginary component of
cIRM, and supports the results shown in [29]. Meanwhile, the
marginal advantage of cIRM over PSSA reported in [14] could
result from using a different number of model parameters to
estimate the training target. Based on the above observations,
we are motivated to employ PSM as the training target in our
proposed hybrid model.

III. SYSTEM DESCRIPTION
Fig. 3 shows the proposed hybrid model. In this model, feature
extraction is executed by a fully-convolutional CNN with 1D
frequency dilated convolutions. An attention block empha-
sizes the valuable features, and a grouped LSTM network then
maps these features to the training target by exploiting the
speech’s temporal information. The key components of the
model are discussed in the following.

A. CNN WITH FREQUENCY DILATION
A conventional CNN structure comprises pairs of convolu-
tional and pooling layers. The conventional CNN kernels were
initially designed to capture local correlations of an image
for image processing purpose because image usually exhibits
local correlations while speech spectrogram mostly possesses
non-local correlations along the frequency axis [28].

On the one hand, non-local correlations in speech spectro-
gram, like the correlation of harmonics, can be exploited to
improve the clean speech spectrogram’s prediction. However,
since the frequency dimension of speech spectrogram as the
input of CNN is at the rate of a few hundred, limitation of
the receptive field of convolution layers results in destroying
global correlations of speech spectrogram [11]. On the other
hand, the pooling layer reduces resolution and sensitivity to
local variations [1]. As pointed out in [30], max-pooling keeps
merely very rough information and discards the rest. Besides,
average pooling neglects the importance of local structure by
attenuating individual grid contribution in a local region.
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FIGURE 3. Proposed Hybrid Model.

FIGURE 4. Frequency-dilated convolution. With filter size 3 × 3, the
dilation rate from left to right is 1, 2, and 4, respectively. No dilation along
the time axis [11].

To meet large receptive field requirements, a common prac-
tice is to enlarge the CNN kernel size along the frequency
axis, like in [20] where filters with size of 25 are utilized,
which leads to high complexity and consequently low speed.
Another approach to enlarge the receptive field of the convolu-
tion layer is to use stride convolution, which also improves run
time by reducing the size of intermediate representations and
introduces some translation invariance [31]. However, striding
makes the TF cell prediction overly smooth and less accurate
which means reducing the spatial resolution.

To overcome the limitations mentioned above, dilated con-
volution was introduced and already successfully applied for
imaging segmentation [32] and speech synthesis [33]. Further,
by stacking dilation convolution layers, the receptive field can
be exponentially expanded, while the input resolution and
coverage is kept intact.

Based on the conventional convolution of a 1D signal F
and a kernel k, we define the dilated convolution with dilation
factor l as,

(k ∗l F )(t ) =
∞∑

τ=−∞
k(τ )F (t − lτ ) (5)

where t and ∗l denote the discrete time and dilated convolu-
tion, respectively. Obviously, this definition reduces to a reg-
ular convolution when l = 1. Also, it can be easily extended
to 2D convolution. Fig. 4 shows a dilated 2D frequency con-
volution with an increasing dilation factor along the frequency
axis. It is worth pointing out that the CNN in the hybrid model
is designed to capture the spectral information; thus, there is
no dilation alongside the time axis.

Inspired by [33], we employ a fully-convolutional CNN
with frequency dilated convolution to exploit the most ap-
propriate speech features. This CNN obtains a large receptive
field along the frequency axis while keeping CNN filter size
relatively small. Furthermore, to facilitate the model train-
ing, residual learning and skip connection techniques [34] are
adopted. It is worth mentioning that there is no pooling layer
in this CNN structure.

B. ATTENTION TECHNIQUE
Attention technique is introduced in neural networks to con-
centrate on valuable information and ignore the rest selec-
tively. In a CNN structure, there are many feature maps in each
layer that do not have the same importance level. Attention
techniques attempt to dynamically find the informative feature
maps and highlight them to improve CNN’s performance.

Hu et al. in [35] introduced a channel-wise squeeze and
excitation (SAE) attention mechanism to recalibrate feature
maps’ information adaptively. SAE is made up of two phases:
squeeze and excitation, as shown in Fig. 5(a). A channel
descriptor is produced in the squeeze phase by spatially ag-
gregating information of feature maps. Afterward, an FC net-
work is employed to capture channel-wise dependencies. The
FC-generated activations are finally multiplied with the input
feature maps in the excitation phase to be delivered to the
subsequent layer. In [36], a spatial SAE was introduced, as
shown in Fig. 5(b), to benefit from pixel-wise spatial infor-
mation. Spatial SAE performs channel squeeze and spatial
excitation, i.e., the feature maps are squeezed along channels
to generate a matrix with the same size of input which is then
element-wise multiplied by the input feature maps to reweight
each pixel of them.

Inspired by [36], we employ a spatial SAE between CNN
and LSTM to emphasize significant features generated by
CNN. In particular, we use both average and max pooling
across different channels to squeeze the input information, as
shown in Fig. 5(c). A convolutional layer then combines the
results, and finally, the output is element-wise multiplied with
the input feature maps.

C. LSTM AND POSSIBLE VARIATIONS
Most studies on speech enhancement try to take advantage of
strong temporal dependencies of speech and provide useful
temporal contextual information to a neural network by uti-
lizing a window of frames as input due to the impact of con-
tiguous frames on the current frame [1], [21]. However, not all
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FIGURE 5. SAE attention techniques, (a) channel-wise, (b) spatial, (c) spatial using both max and average pooling.

FIGURE 6. RNN variations. Block diagrams of (a) LSTM, (b) GRU, (c) BLSTM.

contiguous frames have the same impact on the current frame.
Also, the information beyond this window is not exploited. In
this context, an RNN treats input samples as a sequence and
can model the changes over time, making it the best choice
to model the temporal dynamics of speech. Furthermore, it
is demonstrated in [37] that LSTM, as the most widely used
type of RNN, is beneficial for low-latency enhancement and
it, even without using future frames, outperforms a fully con-
nected model with future frames. More importantly, LSTM
is an effective approach for speaker-independent speech en-
hancement compared to an FC network that fails to model
various speakers [21].

LSTM prevents a general RNN from vanishing and explod-
ing the gradient, a problem caused by very long-term depen-
dencies. It contains a memory cell with three gates, i.e., input
gate, forget gate, and output gate, to facilitate information
flow over time. The input gate controls how much information
should be added to the cell; the forget gate decides how much
previous information should be erased from the cell; and the
output gate computes the next hidden state. Fig. 6(a) illustrates
an LSTM unit. Assume xt ∈ RM×1 is an external input at time
t , and ht−1 ∈ RN×1 is a recurrent hidden state at time t − 1.
Then, the three gates can be defined as it , f t , and ot ∈ RN×1,
respectively, which are expressed as:

it = σ (Wix
t + Uih

t−1 + bi ) (6)

f t = σ (Wf xt + Uf ht−1 + b f ) (7)

ot = σ (Woxt + Uoht−1 + bo) (8)

where σ is a sigmoid activation function; W ∈ RN×M , U ∈
RN×N , and b ∈ RN×1 represent weight matrices and bias vec-
tor. The current value of memory cell state, ct , is calculated

based on an intermediate candidate and the previous value
of the internal memory cell state, represented by ĉt and ct−1,
respectively, as expressed below.

ĉt = tanh(Wcxt + Ucht−1 + bc) (9)

ct = f t � ct−1 + it � ĉt (10)

ht = ot � tanh(ct ) (11)

where � denotes element-wise multiplication, and ht is the
current hidden state. Considering the dimension of cell state
and input vector as N and M, the total number of parameters
for an LSTM network is 4 × (N2 + NM + N ).

Combining the forget and input gates in LSTM into a single
one, GRU is introduced with two gates rt and zt , named reset
and update gates, respectively. GRU as a variation of LSTM
is faster and computationally more efficient than LSTM, while
in some cases, it yields even better performance on less train-
ing data [38]. GRU structure is depicted in Fig. 6(b). At each
step, GRU is implemented by the following set of equations,

zt = σ (Wzx
t + Uzh

t−1 + bz ) (12)

rt = σ (Wrxt + Urht−1 + br ) (13)

ĥt = σ (Whxt + Uh(rt � ht−1) + bh) (14)

ht = (1 − zt ) � ht−1 + zt � ĥt (15)

Equations (14) and (15) are similar to (9) and (10) where
one gate and its associated parameters are omitted. The to-
tal number of parameters for a GRU-based network is then
3 × (N2 + NM + N ) [39]. GRU has no memory unit and
exposes full hidden content without any control. Thus, it
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FIGURE 7. A two-layer RNN network with (a) no group strategy, (b) group
strategy, (c) group strategy and representation rearrangement.

is computationally more efficient, while its performance is
sometimes on par with LSTM [38].

Other variations of RNNs are bidirectional networks, such
as BLSTM and BGRU, introduced to take full advantage of
input information. A bidirectional cell is made up of two
LSTM layers connected to the same output where the out-
put sequence is calculated using both forward and backward
hidden sequences, i.e., past and future states, simultaneously.
Fig. 6(c) illustrates a BLSTM structure.

As will be seen from our experimental results and com-
parison in Section IV-D, LSTM is the best trade-off among
the RNN variations for the proposed model for speech en-
hancement in terms of quality of the results, computational
time, memory footprint, and the number of model parameters.
As such, an LSTM network is employed to perform the final
regression in our enhancement system.

D. COMPLEXITY REDUCTION USING GROUPED
RECURRENT NETWORKS
RNNs have been widely used for sequence learning and
achieved state-of-art results in many applications. However,
RNNs suffer from high complexity caused by parameter re-
dundancies in weight matrices that transfer hidden states be-
tween different steps and those transforming feature repre-
sentations from a low to a high level. To alleviate this issue,
group recurrent layers were introduced in [40] that reduce
the complexity of RNN while maintaining the same level of
performance. This technique is successfully employed in the
RNN part of a high complexity gated convolutional recurrent
networks [41].

Ignoring the bias vector bi, the number of required param-
eters to implement equation (6) is N2 + N × M. If the input x
and recurrent layer h are split into K disjoint groups perform-
ing independently, the number of parameters becomes,

K ×
(

(
N

K
)2 + N

K
× M

K

)
= N2 + N × M

K
(16)

As such, the number of RNN parameters drops by K .
Fig. 7(a) and (b) depicted a standard and grouped RNN, re-
spectively. In a grouped RNN, intra-group dependencies are
efficiently learned. However, inter-group dependencies, i.e.,
the dependencies across different groups, are lost since indi-
vidual groups perform independently. Since inter-group corre-
lations are cut off in this architecture, the representation power

drops. To tackle this issue, a parameter-free representation
rearrangement technique between consecutive group layers
was introduced [40], as illustrated in Fig. 7(c). It is to grant
the subsequent layers access to all groups’ outputs to capture
the inter-group dependencies. This regrouped RNN reduces
our model’s complexity while keeping the performance nearly
intact.

E. PSM ESTIMATION USING PROPOSED HYBRID MODEL
As shown in Fig. 3, the first stage of the proposed hybrid
model is to exploit a CNN with dilated 1D frequency con-
volution to extract an enriched set of input speech features.
CNN’s input is the real and imaginary parts of the noisy
speech spectrogram. In this CNN, four 1D convolutional lay-
ers are stacked with an increasing dilation rate of two, i.e.,
1, 2, 4, and 8. All kernel sizes are 1 × 7, and the number of
channels for four layers is 16, 32, 16, and 8 in order for the
CNN structure to be symmetric. ReLU is employed as the
activation function. Residual learning is also applied to ease
training by bypassing each layer’s input to its output by an
identity mapping layer, with 1 × 1 kernels, which fixes the
number of channels. The output of the 1D convolution layer
and the bypassed input signal are summed as input to the next
layer. Each layer’s skipped outputs are then forwarded using
32-channel identity mapping layers, and their summation is
later fed to the attention block. It is worth mentioning that,
instead of summation, the outputs could be stacked; but, we
found that the summation here yields better results. Average
and max pooling operations are simultaneously applied to the
input feature maps of the attention block, and the results are
concatenated and then combined using a convolutional layer
with kernel size of 1 × 7 and sigmoid activation function. The
input feature maps are reweighted by their multiplication with
the output of this convolutional layer. The attention block’s
output is later fed to the last two-channel identity mapping
layer. Consequently, both channels’ outputs are reshaped and
concatenated to be delivered to the LSTM network.

The LSTM network has three hidden layers, each compris-
ing 256 units. Grouping strategy and representation rearrange-
ment are applied between layers 2 and 3. A dynamic RNN
is used to perform fully-dynamic unrolling of inputs which
speeds up the process in the sense that the input can have vari-
able time steps. Here, the time step is the number of previous
frames the cell used to compute the hidden state. Recurrent
dropout is applied at a rate of 0.3 to mitigate the probable
over-fitting problem. It is worth pointing out that because the
number of parameters is limited compared to the high volume
of the training dataset, the model learns merely basic data
information. It means that the network does not suffer from
over-fitting and is well generalized to unseen conditions.

Finally, a single affine dense layer transforms the LSTM
network output to the PSM. On the one hand, choosing a mask
as the training target addresses the global variance problem.
As reported in [7], direct estimation of spectrogram causes
an over-smoothing problem in the estimated signal compared
to the reference signal, leading to a muffling effect, while a
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masking-based approach does not encounter this problem. On
the other hand, mask estimation narrows the dynamic range
the network has to deal with. Besides, the advantage of PSM
over other training targets in the hybrid model is demonstrated
in Section IV-G.

IV. EXPERIMENTS
A. EXPERIMENTAL SETUP
The proposed hybrid model is evaluated with TIMIT
dataset [42] consisting of utterances from 630 males and
females speakers representing 8 major dialect divisions of
American English, each speaking 10 phonetically-rich sen-
tences. A 60-utterance subset is randomly selected from the
dataset and kept aside for the testing stage, i.e., it is not used
in training. Highly non-stationary noises from NOISEX-92
corpus [43], namely restaurant, babble, street, and factory,
are selected to evaluate the model. Each noise file is divided
into two parts, one for training and the other for testing, to
ensure that the noise is unseen during the testing stage. Mixing
random chunks of the first part of the noises mentioned above
with the clean utterances at SNR levels of −5, 0, 5, and 10 dB
results in more than 100 k mixtures (6300 utterances ×4 SNR
levels ×4 noises) for the training stage. In the testing stage, the
unseen utterances are mixed with random cuts of the unseen
noise part at unmatched SNR levels of −6, 0, 6, and 12 dB,
which gives 960 utterances (60 utterances ×4 SNR levels ×4
noises), half males and half females.

Furthermore, the proposed model is trained with 300 ut-
terances from IEEE corpus [44] mixed with the first half of
20 noises from NOISEX-921 at SNR levels of −5, 0, 5, and
10 dB, i.e., 24 k mixtures (300 utterances ×4 SNR levels ×20
noises.) Then, 50 unseen utterances mixed with random cuts
of unseen part of different noises at unmatched SNR levels of
−6, 0, 6, and 12 dB, i.e. 4 k mixtures (50 utterances ×4 SNR
levels ×20 noises) for the testing stage. Moreover, the model
is evaluated with totally unseen noises named Coffee Shop
and Busy City Street from www.premiumbeat.com to show
the generalization capability of the model to unseen noises
at unmatched SNR levels.

The sampling rate is 16 kHz for all utterances segmented
using the Hanning window with a frame length of 20 ms and
50% overlap between adjacent frames, i.e., 10 ms frameshift.
A 320-point discrete Fourier transform (DFT) is computed
where each frame consists of 160 samples.

The cost function is defined as the mean square error
(MSE) to measure the difference between the mask-filtered
and ground-truth spectrograms, as follows,

MSE = 1

LK

∑
l

∑
k

[
M̂(k, l )Y (k, l ) − X (k, l )

]2
(17)

where L and K are, respectively, the total number of time
frames and that of frequency bins in each batch. An alternative

120 noises from NOISEX-92: airport, babble, buccaneer1, car, destroy-
erengine, destroyerops, exhibition, f16, factory, hfchannel, leopard, m109,
machinegun, pink, restaurant, street, subway, train, volvo, and white.

is to measure the error between the estimated and ground-truth
mask values, as follows,

MSE = 1

LK

∑
l

∑
k

[
M(k, l ) − M̂(k, l )

]2
(18)

We have found that better results can be obtained if the
cost function is defined between the estimated and ground-
truth mask values. Adam optimizer [45] as an extension to
stochastic gradient descent is used to update model parameter
values during the training stage iteratively. The learning rate
is initially 0.001, and then decays at a rate of 0.9 after each
1000 training steps.

Perceptual evaluation of speech quality (PESQ) and seg-
mental signal-to-noise ratio (SSNR) are utilized as common
objective metrics to evaluate speech enhancement perfor-
mance. PESQ measures speech quality by comparing clean
and enhanced speech. This metric’s range is between −0.5
and 4.5, the higher, the better quality. SSNR computes the
average signal-to-noise ratio over speech active frames. It
precisely quantifies the real level of non-stationary noise in
speech [46]. As per [47], both SSNR and PESQ are fairly
correlated with subjective speech quality measures.

It is worth mentioning that all the experiments are per-
formed using a single NVIDIA GeForce RTX 2080 GPU with
8 GB memory and a 2.2 GHz AMD Ryzen Threadripper
2920X 12-Core Processor. The average processing time of
a 1-second utterance using the proposed model is around 8
milliseconds.

B. FEATURE EXTRACTION
Numerous acoustic-phonetic feature types have been intro-
duced in the literature, and each could outperform others
depending on the application. To investigate the impact of
different inputs on the hybrid model performance, we evaluate
the network with high-quality Gammatone-domain MRCG
features [48], spectrum-based log Mel-filterbank energy fea-
tures [49], and CNN-extracted features.

It is a common practice to concatenate original features
(static) with their delta (first-order time derivative) and ac-
celeration (second-order time derivative), called dynamic fea-
tures, as they carry the temporal information of the static fea-
tures [50]. As such, the dimension of log Mel-filterbank and
MRCG features is 78 (26 static + 2 × 26 dynamic) and 768
(256 static + 2 × 256 dynamic), respectively. However, static
and dynamic features appear in different ranges. Fig. 8(a)
shows log Mel-filterbank energy features concatenated with
their delta and acceleration for several frames of a speech sig-
nal where there is a considerable gap between the difference
of static and dynamic features in terms of mean and variance.
To unify the values and also provide unbiased involvement
of different elements of feature vectors, normalization to a
standard range across all the features is required [22]. Input
features are commonly normalized to zero mean and unit
variance, as shown in Fig. 8(b).
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FIGURE 8. Input features visualization, (a) Log Mel-filterbank energy
features concatenated with their delta and acceleration, (b) Normalized to
zero mean and unit variance log Mel-filterbank energy features
concatenated with their delta and acceleration.

FIGURE 9. Features extracted by CNN.

Besides, since the mapping is to be done by a neural net-
work, we can let the network also decide what sort and com-
bination of features are better to be exploited to improve the
performance. To this end, we employed a CNN with dilated
1D and 2D frequency convolution with a kernel size of 1 × 7
and 5 × 7, respectively, to observe which one gives better per-
formance. To get a perspective about how the CNN-extracted
features look like, the features for several consecutive frames
are shown in Fig. 9.

Fig. 10 shows the average PESQ score improvement result-
ing from using different features and illustrates a comparison

FIGURE 10. Feature comparison. (a) Average PESQ score improvement, (b)
Comparison of computational time, memory, and number of parameters
(in Million).

of computational time, memory footprint, and the number of
the model’s whole parameters using different feature extrac-
tion methods. It is to be mentioned that time and memory
are normalized to 1 for brevity, and the number of model
parameters is in million. Note that the comparisons are per-
formed using TIMIT dataset and four noises, namely, babble,
factory, restaurant, and street, as mentioned in Section IV.
As shown in the figure, on the one hand, log Mel-filterbank
energy features concatenated with dynamic features do not
lead to satisfactory enhancement results in comparison with
other experimented feature extraction methods. In contrast,
in terms of computational time, memory footprint, and the
number of parameters, they lead to the lowest. The reason
is that these features do not bear the necessary and adequate
information required for the network to establish an accu-
rate mapping. On the other hand, MRCG features give very
good results, indicating that this high-dimensional feature set
carries a significant amount of information. Obviously, this
feature set’s high dimensionality leads to a high number of
model parameters. Also, these features benefit from both local
and contextual information as they are computed from four
cochleagrams at different spectro-temporal resolutions with
enriched information. However, Gammatone-domain feature
extraction usually takes a long time. As shown in the figure,
extracting MRCG features takes the longest time. Besides, the
performance using CNN with 1D convolution is similar to
that using CNN with 2D convolution, while it is better than
using log-Mel features as CNN extracts the most appropriate
features in our model. Exacting features using CNN takes less
time than Gammatone-domain features like MRCG, requiring
more memory for its computations. As seen in the figure,
CNN with 1D convolution entails less time and parameters.
As such, we can conclude that the best trade-off regarding
performance, computational time, memory, and number of
parameters is to extract features using a CNN with 1D con-
volution.

144 VOLUME 2, 2021



FIGURE 11. Comparison of different attention techniques in the hybrid
model.

C. BENEFIT OF ATTENTION
As explained in Section III-E, the CNN output contains 32
feature maps that will be sent to the attention block. The
attention mechanism is to model the interdependencies among
feature maps to boost their representative capability. As de-
scribed in Section III-B, three different attention mechanisms,
namely, channel-wise, spatial, and parallel spatial, are investi-
gated in the hybrid model. The comparison in terms of the av-
erage PESQ improvement is shown in Fig. 11. Clearly, using
the attention technique improves the performance in general,
and moreover, the parallel spatial attention outperforms the
other two techniques. This is because the importance of the
feature maps’ pixels is emphasized through both average and
max pooling operations. As such, we adopt the parallel spatial
attention technique in the hybrid model.

D. COMPARISON OF RNN TYPES
In this section, we aim to investigate the model performance
using LSTM, BLSTM, GRU, and BGRU. All the networks
are trained and tested with the same configuration, each com-
prising 3 hidden layers of 256 units. The training and testing
datasets are as mentioned in Section IV-B. Fig. 12 shows
the average of PESQ improvement for different noises and
SNR levels, as well as computational time, memory footprint,
and the number of parameters. As shown, GRU does not
yield satisfactory results PESQ-wise, while in terms of other
measurements, it achieves the lowest. BLSTM, BGRU, and
LSTM yield almost the same results in terms of PESQ score,
while the number of model parameters using BLSTM and
BGRU is roughly twice and 1.5 times than LSTM. Conse-
quently, BLSTM and BGRU take longer computational time
and entail more memory than LSTM. Hence, we can conclude
that LSTM is the most appropriate RNN variation for mask
estimation in the proposed model.

E. EVALUATION OF DIFFERENT GROUPED RNN
CONFIGURATIONS
In this section, we evaluate five LSTM network configurations
as shown in Fig. 13 in terms of the PESQ score of the results

FIGURE 12. Comparison of different units, (a) Average PESQ score
improvement, (b) Comparison of computational time, memory, and
number of parameters (in Million).

TABLE 1. Comparison Results of Different Grouped RNN Configurations

and the number of model parameters to find the best trade-off
for our model. Fig. 13(a) shows a standard three-layer LSTM
structure with 256 units per layer where no grouping strategy
is adopted. Fig. 13(b) and (c) illustrate the same network
using a grouping strategy where both input and hidden layers
are split into 2 or 4 groups, respectively, and representation
rearrangement is applied to the hidden layers. Fig. 13(d) and
(e) show similar architectures, but the grouping strategy and
representation rearrangement are only adopted between layers
2 and 3, respectively.

The comparison results, in terms of the average quality and
the number of parameters, are shown in Table 1. The training
and testing datasets are as mentioned in Section IV-B. As
illustrated, a standard LSTM network (a) yields an average
PESQ score of 0.64 with 1.53 M parameters, while using the
grouping strategy only between layers 2 and 3 (d) not only
does yield roughly the same results concerning quality but
also cuts the number of whole model parameters by 35%.
Also, using the grouping strategy between every contiguous
layer (b) gives 0.61 for quality with only 0.79 M parameters
which means the number of whole model parameters is cut
by 52%. As shown, grouping by 4 does not give good results
despite whether grouping for all layers (c) or two layers (e).
In this paper, we choose the grouping strategy by two between
layers 2 and 3 (d).

F. LABEL COMPRESSION
A neural network would be better and easier trained if input
and output are in the same range. Since the mask values (equa-
tion (3)) might have a wide range, a compression function
should be adopted to make these values amenable to a neu-
ral network. The most straightforward compression method
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FIGURE 13. LSTM network with grouping strategy and representation
rearrangement, (a) a standard LSTM network, (b) LSTM network with 2
groups and representation rearrangement for input and all layers, (c) LSTM
network with 4 groups and representation rearrangement for input and all
layers, (d) LSTM network with 2 groups and representation rearrangement
between layers 2 and 3, (e) LSTM network with 4 groups and
representation rearrangement between layers 2 and 3.

might be to limit the values within [−1, 1]. This technique’s
problem is that some mask values can go very high because
of a small denominator. As such, normalization to unity with
respect to these large values will result in undesired TF cells’
over-compression. Other methods are hyperbolic tangent, and

a variation of it introduced in [51] which we call QC, as
shown in Fig. 14(a) and (b). Fig. 14(c) illustrates a slice of the
label vector showing how different compression techniques
influence label magnitude. As shown, employing hyperbolic
tangent compression gives a better resolution while limits the
label values to −1 and 1. To show the impact of label com-
pression on the enhancement performance, we evaluated the
hybrid model with different compression methods to compare
the average PESQ score improvement. As shown in Fig. 14(d),
hyperbolic tangent gives the best results for our model.

G. COMPARISON OF DIFFERENT TRAINING TARGETS
As mentioned in Section II, there are different claims in the
literature about which training target is preferred for a DNN-
based speech enhancement. As such, we compare different
training targets including IRM [13], cIRM [14], complex
spectrogram (CS) [11], and PSM [18] in terms of average
PESQ score improvement in the hybrid model with IEEE
dataset and 20 noises, as mentioned in Section IV-A. As
known, all these training targets consider phase information
alongside magnitude enhancement except for IRM.

Fig. 15 shows the results of comparison. Comparing IRM
with other training targets reveals the advantage of incorpo-
rating phase information and its direct impact on the quality
of results. Also, we can see that the quality improvement
using cIRM as a mask is better than the direct estimation of
complex spectrogram using the hybrid model. It is because
complex spectrogram estimation is more challenging as the
network has to precisely estimate every single element of the
complex spectrogram, leading to more cumulative error while
the network amounts to a subset of TF cells in the cIRM
case. However, the hybrid model using PSM performs the best
compared to using other training targets, while the number of
model parameters using PSM is almost 5% less than using
complex spectrogram and cIRM. This reduction in the number
of model parameters stems from the PSM training target size,
which is one-half of that of other training targets.

H. COMPARISON WITH OTHER DNN-BASED METHODS
We compare the proposed model with some other mapping-
and masking-based techniques. For brevity’s sake, we call
different methods with their training targets. FFT-Mag and
target magnitude spectrum (TMS) are two direct mapping-
based methods introduced in [13] and [7], respectively. Both
methods use FC networks with three hidden layers with 1024
and 2048 units per layer, respectively. The former captures
5 frames to exploit contextual information and uses a set of
complementary features as the neural network input, while the
latter uses 11 frames and log-power spectral magnitude as the
neural network input. FFT-MAG and TMS predict the STFT
magnitude and log-power spectral magnitude of clean speech,
while both methods utilize the noisy phase to resynthesize the
clean speech.

SMM, IRM, and cIRM are three masking-based methods
first introduced in [13] and [14], each tested with a 3 hidden
layer network and 1024 units in each layer. For all of them,
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FIGURE 14. Label compression. (a) QC compression methods, (b) hyperbolic tangent, (c) a cut of mask values, (d) Average PESQ score improvement of
different compression methods.

FIGURE 15. Comparison of training targets with hybrid model.

TABLE 2. The Number of Trainable Parameters in Each Method (In Million)

5 frames are used to capture temporal contextual information,
and the input is a complementary set of features. cIRM es-
timation is also performed using a composite model in [19].
The model uses Mel-frequency cepstral coefficients (MFCCs)
features and STFT of the noisy speech as input, and a parallel
model. We call this model cIRMC in comparison tables. Also,
a two-layer LSTM is used for phase-sensitive spectrum ap-
proximation (PSSA) in [18]. This network’s input is 100-bin
log-Mel filterbank features, and a sigmoid function is used as
the activation function of the output FC layer. IRM, SMM, and
PSSA resynthesize the estimated speech signal with the noisy
phase. All networks are evaluated with the same datasets,
noises, and SNR levels for a fair comparison.2

The number of trainable parameters in each method is pre-
sented in this Table 2. As illustrated, the number of trainable
parameters of the proposed framework is less than that of

2Some demos are [Online]. Available: https://drive.google.com/file/d/
11mqds55i7KV5-8aPFFqjQpgFCrv4p2Zi/view?usp=sharing

TABLE 3. Performance of Different Methods at −6 dB

other models, except for PSSA and cIRMC. The methods are
evaluated on the TIMIT dataset and four noises, as mentioned
in Section IV. Tables 3, 4, 5, and 6 present performance scores
of the mentioned methods for different noises and SNR levels
where BBE, FTRY, STRT, and RTRT denote babble, factory,
street, and restaurant, respectively. The top number in each
table cell represents the average PESQ score with all afore-
mentioned noises at different SNR levels for males and the
bottom one for females. As shown, the proposed framework
prioritizes other models for every noise at almost all SNR
levels regarding PESQ score. With reference to SSNR, the
proposed model outperforms other models at SNR levels of
−6 and 0 dB, while IRM shows higher scores at SNR 6 dB
and IRM and PSSA yield slightly better results at 12 dB SNR
levels.

We also evaluated the aforementioned methods using the
IEEE corpus where they are trained with TIMIT dataset at
unmatched SNR levels. Results can be seen in Table 7, where
PESQ and SSNR scores of the proposed model are higher than
others, except for SMM that outperforms others at SNR level
of −6 dB.
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TABLE 4. Performance of Different Methods at 0 dB

TABLE 5. Performance of Different Methods at 6 dB

TABLE 6. Performance of Different Methods at 12 dB

TABLE 7. Average SSNR and PESQ Score of Different Methods Trained With
TIMIT Dataset and Tested With IEEE Corpus

TABLE 8. Average SSNR and PESQ Score of Different Methods Evaluated
With IEEE Corpus

Table 8 shows a comparison of different models trained
with IEEE corpus mixed with 20 different noises at un-
matched SNR levels. Obviously, the proposed model again
outperforms others in almost all the cases except for the SNR
level of 12 dB, where PSSA yields marginally better results.
Furthermore, the model is evaluated with unmatched utter-
ances mixed with unseen noises, Coffee Shop and Busy City
Street represented by CF and BCS, respectively, at unmatched
SNR levels. The results are shown in Table 9. Clearly, the
proposed model outperforms other methods in terms of both
PESQ and SSNR scores.

V. CONCLUSION
In this paper, a hybrid model based on the integration of CNN
and LSTM was proposed for speech enhancement. First, CNN
was employed to extract the most appropriate features from
the speech spectrogram. An attention technique is adopted to
recalibrate the CNN feature maps. A grouped LSTM network
structure was then exploited to map the CNN-extracted fea-
tures to a PSM training target to benefit from strong temporal
dependencies of speech while keeping the complexity low.
CNN as a feature extractor was compared with some high-
quality conventional acoustic features to demonstrate CNN’s
advantage at feature extraction. Also, the most common RNN
variations have been considered for the mapping part in the
proposed model, where the LSTM was shown to be the best
trade-off in terms of the performance, computational time,
memory footprint, and the number of model parameters. We
also evaluated different grouping strategies within the LSTM
to find the hybrid model’s best performance. Moreover, var-
ious training targets were compared in the hybrid model to
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TABLE 9. SSNR and PESQ Score of Different Methods Where Unseen Utterances are Mixed With Unseen Noises At Unmatched SNR Levels

demonstrate the advantage of PSM, which takes into account
both magnitude and phase information in the enhancement
process. Finally, the proposed model is compared with some
well-known DNN-based speech enhancement methods, show-
ing significant improvement in speech enhancement in the
presence of highly non-stationary noise at different SNR lev-
els. It was also shown that the hybrid model has a smaller
number of model parameters as compared to some related
models in the literature.
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