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Padded Coprime Arrays for Improved DOA
Estimation: Exploiting Hole Representation and
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Abstract—As a generalized coprime array structure, the coprime
array with displaced subarrays (CADiS) allows a large minimum
inter-element spacing by introducing a specific displacement be-
tween two sparse subarrays. While this structure can effectively
reduce mutual coupling, the holes in its difference co-array greatly
decrease the achievable number of uniform degrees of freedom
(DOFs). In this paper, we first provide a complete characterization
for the hole locations in the difference co-array generated by a
tailored CADiS (tCADiS) as the union of four subsets of locations
related via simple symmetry properties. We then introduce two
representation approaches for the hole locations, revealing that
the latter can be generated from the differences between sensor
locations in the subarray of tCADiS and a small uniform linear
array, referred to as a padded subarray. Subsequently, we pro-
pose novel padded coprime arrays (PCAs) by incorporating the
padded subarray into tCADiS to enlarge the consecutive segments
in the difference co-array. This not only contributes to increase
the number of available uniform DOFs, but also helps mitigating
the mutual coupling by limiting the number of sensor pairs with
small separations. Finally, numerical simulation results are pro-
vided to demonstrate the superiority of PCAs over existing sparse
array configurations in terms of DOF, mutual coupling and DOA
estimation accuracy.

Index Terms—Difference co-array, DOA estimation, mutual
coupling, padded coprime arrays, uniform degrees of freedom.
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I. INTRODUCTION

ARRAY signal processing, including adaptive beamforming
and direction of arrival (DOA) estimation [1]–[6], has

been extensively applied in various fields, such as astronomy,
navigation, wireless communication and radar [7]–[10]. The
conventional subspace-based DOA estimation algorithms, e.g.,
MUSIC [4] and ESPRIT [5], can detect T − 1 sources at most
with a T -sensor uniform linear array (ULA), which means that
more antennas are required to identify an increased number of
sources. Meanwhile, the spacing between adjacent sensors in a
ULA is usually limited to λ/2 to circumvent spatial aliasing,
where λ denotes the operating wavelength. This small spacing
leads to severe mutual coupling which adversely impacts the
DOA estimation.

Several methods [11]–[13] have been proposed to mitigate
mutual coupling effects by utilizing more sophisticated mod-
els of antenna coupling. These methods attempt to estimate
the mutual coupling coefficients, but unfortunately encounter
deficiencies of model mismatch, reduced degrees of freedom
(DOFs) and high computational cost. As an alternative approach,
a sparse array configuration, namely the minimum redundancy
array (MRA) [14], was proposed to enlarge the distance between
adjacent sensors while offering large DOFs, as provided by the
difference co-array. However, the sensor locations in the MRA
are not available in closed-form and must therefore be calculated
through a time-consuming search. In recent years, nested arrays
(NA) [15] and coprime arrays [16], both with exact location
expressions of the physical array and difference co-array, have
aroused considerable attention. It was proved in [15], [16]
that with these configurations, O(T 2) DOFs can be achieved
with only T antenna elements. While the NA configurations,
including two-level NA [15], super NA (SNA) [17], [18] and
augmented NA (ANA) [19], are sensitive to mutual coupling
due to the densely assembled subarrays, the coprime arrays can
tackle the problem with a sparser array structure.

An original co-prime array is obtained by interleaving two
ULAs of length M and N , and inter-element spacing λN/2 and
λM/2, respectively, whereM andN are co-prime integers [16].
As an important improvement, the augmented coprime array
(ACA) proposed in [20] can increase the length of consecutive
segments in the difference co-array, termed here as consecutive
co-array. Specifically, the length of the consecutive array is
increased to 2MN + 2M − 1 virtual sensors by adding an extra
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M -sensor subarray (M < N) in the original coprime array
structure. Different from the original coprime array and ACA
with interleaved subarrays, the generalized coprime array [21]
can enlarge the minimum spacing between sensors by splitting
and translating the two interleaved subarrays composing the
ACA. The resulting coprime array with displaced subarrays
(CADiS) can drastically mitigate the mutual coupling. However,
CADiS reduces the length of consecutive co-arrays, which in
turn degrades the performance of DOA estimation algorithms
based on spatial smoothing and Toeplitz matrix properties [15],
[16], [22], [23], in addition to decreasing the number of uniform
DOFs.

Some efforts have been made to enhance the consecutive co-
array by designing extended coprime arrays. A thinned coprime
array (TCA) was proposed in [24] to reduce the number of
redundant physical sensors and simultaneously obtain the same
number of uniform DOFs as ACA. In particular, few sensor
pairs with small separations are involved in TCA and hence, this
configuration can reduce mutual coupling. In [25], adopting the
hole filling perspective, the authors proposed the coprime array
with multi-period subarrays (CAMpS), but the complex analysis
of the hole positions prevents the further improvements of the
structure. A detailed investigation on the holes in the difference
co-array of a newly constructed coprime array, namely the
k-times extended coprime array (kECA), was addressed in [26]
from the viewpoint of hole identification and filling. In addition,
a complementary coprime array (CCA) was proposed by filling
the holes in the difference co-array of kECA to obtain the hole-
free property and hence an increase of uniform DOFs. Actually,
the kECA is an extension of ACA but extra sensor pairs with
small separations still exist, which is the main cause of mutual
coupling. Furthermore, since the complementary subarray is a
compact array, CCA is much more sensitive to mutual coupling
compared with kECA.

In practical applications, the mutual coupling effect between
the sensors with small separations cannot be neglected, that
is, isotropic radiators without mutual coupling do not exist in
reality. As a result, in this paper, we employ the more realistic re-
ceived signal model by incorporating the widely-used expression
of the mutual coupling coefficient [17]–[19], [27]–[30], which
is inversely proportional to the separation between sensors.
Specifically, we bring further improvements to the family of
coprime array structure by considering two aspects: 1) lengthen-
ing the consecutive co-array by incorporating a padded subarray
into CADiS, and 2) reducing mutual coupling by limiting the
number of sensor pairs with small separations. In particular, we
summarize our main contributions as follows.

a) We provide a complete and concise characterization for
the hole locations in the difference co-array generated by
a tailored CADiS (tCADiS) as the union of four subsets
of locations related via simple symmetry properties. This
is in contrast to the work in [21] which only provides the
location expression of the holes in the negative part of the
cross-difference co-array.

b) We introduce two representation approaches for the lo-
cation of holes in the difference co-array generated by
tCADiS and show that these locations can be obtained as

the differences between sensor locations in the subarray
of tCADiS and a small ULA, termed as padded subarray.
These representation approaches provide a basis for the
extension of coprime array structures in our work.

c) Based on the newly introduced representation approaches
for hole locations, we propose two novel PCAs, named
PCA-I and PCA-II, by incorporating the padded subarray
into tCADiS to increase the number of uniform DOFs and
limit the number of sensor pairs with small separations.
Meanwhile, we introduce an extension for the PCA con-
figuration and propose the extended PCA (ePCA), which
is a sparser structure with more uniform DOFs compared
to PCA-I and PCA-II. In addition, we solve the optimal
PCAs for maximum uniform DOFs with a fixed number
of sensors.

d) We present and discuss extensive simulation results to
demonstrate the merits of the proposed PCA configura-
tions. It is noteworthy that the proposed PCAs mitigate the
mutual coupling by reducing the sensor pairs with small
separations as compared with existing ULA, nested arrays
and coprime arrays.

The outline of this paper is given as follows. We provide the
background and the motivation for our work in Section II. In
Section III, we introduce two representation approaches for the
hole locations and propose the PCAs. In Section IV, we compare
the proposed PCAs with other existing sparse arrays in terms of
DOF and mutual coupling. Numerical simulations are given in
Sections V and VI concludes this paper.

Notations: We use upper-case (lower-case) bold characters
to represent matrices (vectors). (·)T , (·)∗ and (·)H , respectively,
stand for the transpose, conjugation and conjugate transpose of
a matrix or vector. diag{v} generates a diagonal matrix with
the vector v as its diagonal elements, while diag{V} takes the
principal diagonal elements of matrix V to construct a diagonal
matrix. 〈a1, a2〉 denotes an integer set {a ∈ Z|a1 ≤ a ≤ a2}
and Z = {0,±1,±2, · · · }. �a� rounds a to the nearest integer
with �a� ≤ a while 	b
 rounds b to the nearest integer with
	b
 ≥ b. E{·} is the expectation operator and min{·} is
the minimization operator. vec(A) stands for the vectorization
operator stacking the columns of a matrixA.⊗ is the Kronecker
product and ◦ is the Khatri-Rao product. ‖ · ‖F denotes the
Frobenius norm. Card{·} gives the cardinality. In denotes an
n× n identity matrix.

II. PRELIMINARIES

In this section, we first introduce some basic concepts and
terminology in sparse array signal processing and then review
the B-banded mutual coupling model. We then briefly review key
results on hole locations in the difference co-array of CADiS [21]
and address the motivation of this paper.

A. Sparse Array Signal Processing

Within a planar geometry, assume thatK far-field narrowband
signals with angles θk(k ∈ 〈1,K〉) impinge on a T -element
linear array with sensor locations given by the set L = {dt, t ∈
〈1, T 〉}, where dt denotes the distance of the t-th antenna from a
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selected origin along the array axis, normalized by λ/2 where λ

is the wavelength at the operating frequency. The received signal
can be represented by

x(l) = As(l) + n(l) (1)

where s(l) = [s1(l), s2(l), . . . , sK(l)]T ∈ CK×1 is the signal
vector, A ∈ CT×K is a directional matrix, n(l) is an additive
noise term, l ∈ 〈1, L〉 is the snapshot index, and L is the total
number of snaphots. In this work, n(l) is modeled as a white
Gaussian vector process with zero mean and covariance matrix
σ2
nIT , where σ2

n is the element noise power. The signal vector is
modeled as a temporally white zero-mean vector process with
covariance matrix Rs = E{s(l)s(l)H}. Finally, the directional
matrix takes the formA = [a(ν1),a(ν2), . . . ,a(νK)] ∈ CT×K ,
where a(ν) is the steering vector defined by [17].

a(νk) =
[
e−jπd1νk , e−jπd2νk , . . . , e−jπdT νk

]T
(2)

where νk = sin θk and k ∈ 〈1,K〉.
The covariance matrix of the received signal (1) is given by

Rx = E
{
x(l)xH(l)

}
= ARsA

H + σ2
nIT

(3)

In this sequel, we assume that the source signals are uncorrelated,
i.e., Rs = E{s(l)sH(l)} = diag{σ2

1 , σ
2
2 , . . . , σ

2
K}, where σ2

k

denotes the power of the k-th signal.
In sparse array signal processing, the difference co-array is

usually generated from the physical array and then an augmented
virtual array is utilized to offer increased number of DOFs.

Definition 1: For a physical array with location set L, the
difference co-array D is defined as

D = {dc|dc = du − dv; du, dv ∈ L} (4)

A consecutive co-array U ⊆ D is defined as the uniform linear
subarray of the difference co-array with maximum aperture [19]
and it is noteworthy that a difference co-array can possess more
than one consecutive co-array.

Definition 2: For a physical array, the total number of DOFs
is defined as the cardinality of the difference co-array D and
the number of uniform DOFs is defined as the cardinality of the
consecutive co-array U [17].

To construct the equivalent received signal from the virtual
array, we can vectorize Rx as [15]

z = vec(Rx)

= (A∗ ◦A)p+ σ2
nvec(IT )

= Bp+ σ2
nvec(IT )

(5)

where B = [b(ν1),b(ν2), . . . ,b(νK)], b(νk) = a∗(νk)⊗
a(νk) and p = [σ2

1 , σ
2
2 , . . . , σ

2
K ]T . In particular, the entries of

b(νk) are arranged in the form of e−jπ(du−dv)νk and hence
the distinct rows in b(νk) behave like the steering vectors
of the difference co-array, where du, dv ∈ L. Furthermore,
the equivalent received signals of the difference co-array and
consecutive co-array can be extracted from z. According
to Section IV.A in [15], a spatially smoothed matrix can be
calculated withz and used to apply the ESPRIT algorithm, which
is the same as the spatial smoothing ESPRIT (SS-ESPRIT)

in [19]. In practice, we estimate the covariance matrix Rx with
L snapshots, i.e.,

R̂x =
1

L

L∑
l=1

x(l)xH(l) (6)

B. Mutual Coupling

It is indicated in [27]–[30] that the mutual coupling coefficient
cd between two antenna elements is inversely related to their
separation d, and that the mutual coupling matrix of a linear
array can be modeled as a B-banded Toeplitz matrix [17], [19],
[27]–[30]

[C]p,q =

{
0
c|dp−dq |

|dp − dq| > B
|dp − dq| ≤ B

(7)

where [C]p,q stands for the element in the p-th row and q-th col-
umn ofC, dp, dq ∈ L are corresponding normalized antenna po-
sitions, and c0 = 1 > |c1| > |c2| > · · · > |cB | > 0. The mutual
coupling effect can be neglected when the inter-element spacing
is larger than Bλ/2. Specifically, the mutual coupling coeffi-
cients are calculated by cs = c1e

−j(s−1)/8/s for s ∈ 〈1, B〉 [17].
In this paper, unless otherwise indicated, we set c1 = 0.2ejπ/3

and B = 100. In the presence of mutual coupling, the received
signal model in (1) can be refined as

x̃(l) = CAs(l) + n(l) (8)

While the mutual coupling coefficients depend on the sepa-
rations between sensors, we introduce a weight function [17] to
better characterize the mutual coupling within a physical array.
To this end, we first introduce the set M(s) composed of all the
sensor pairs with separation of s, that is,

M(s) = {(n1, n2) |n1 − n2 = s;n1, n2 ∈ L} (9)

Definition 3: For a physical array with location set L, the
weight function w(s) is defined by [17]

w(s) = Card{M(s)} (10)

where w(s) represents the number of sensor pairs with separa-
tion of s.

Definition 4: The coupling leakage of a physical array is
defined as [17]

γ =
‖C− diag(C)‖F

‖C‖F
(11)

C. Coprime Array With Displaced Subarrays

The CADiS proposed in [21] is composed of two displaced
subarrays withN and M̃ − 1 sensors. In this paper, we introduce
the specified CADiS with M̃ = 2M , where N and M are
coprime integers with M < N , the total number of sensors is
T = N + 2M − 1 and the displacement isH . The inter-element
spacing of the subarray with N sensors is Mλ/2 while that of
the other subarray is Nλ/2.

Since the newly introduced subarray, termed padded subarray,
is composed of �M/2� sensors, we consider a tCADiS with
N + 2M − 1− �M/2� sensors in this part by removing the
rightmost �M/2� sensors in the subarray with 2M − 1 sensors
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Fig. 1. An example of tCADiS configuration, where N = 6, M = 5, T = 13, and H = 11.

of the original CADiS. In this way, we can construct the PCA
configuration with the total number of sensors T = N + 2M −
1, which is used for many coprime array configurations and is
helpful for comparisons. Specifically, the location set of sensors
in tCADiS is represented by

LtCADiS = L(1)
tCADiS ∪ L(2)

tCADiS (12)

where L(1)
tCADiS = {l1|l1 = nM,n ∈ 〈0, N − 1〉} and

L(2)
tCADiS = {l2|l2 = mN +M(N − 1) + (N +M), m ∈

〈0, 2M − 2− �M/2�〉}, respectively, denote the location sets
of the two subarrays.

In particular, it is proved in [21] that the displacement H =
N +M is the proper choice to produce the largest consecutive
co-array of the original CADiS. Although this does not apply
to tCADiS to generate a largest consecutive co-array, we found
some other interesting merits of tCADiS with H = N +M ,
especially in terms of the hole locations in the difference co-
array, which provide essential motivation for the proposed PCA
configurations.

Property 1: The tCADiS with location set (12) possesses the
following properties:

(a) The difference co-array has two consecutive co-arrays lo-
cated at 〈(M − 1)(N − 1), 2MN +M − 1− �M/2�N〉 and
〈−(2MN +M − 1− �M/2�N),−(M − 1)(N − 1)〉.

(b) The tCADiS offers a total of 4MN + 2M − 1−
2 �M/2�N DOFs and MN + 2M +N − 1− �M/2�N uni-
form DOFs.

(c) There exist holes in the cross-difference co-array located
at ±[M(N − 1)− (ãM + b̃N) + (N +M)], where ã ≥ 0 and
b̃ ≥ 1 are integers.

Because the tCADiS is directly constructed by simply remov-
ing the rightmost �M/2� sensors in CADiS, the proof of Prop-
erty 1, which is omitted here, can be directly derived from the
demonstrations of Proposition 3.c and Proposition 4.b in [21].
To illustrate this situation, we give an example of the tCADiS
and the corresponding difference co-array in Fig. 1, where
N = 6, M = 5, T = 13 and H = 11. It is explicitly seen that
the difference co-array of tCADiS has two consecutive co-arrays
located at 〈20, 52〉 and 〈−52,−20〉which are separated by holes
located at {±1,±2,±3,±4,±7,±8,±9,±13,±14,±19}. As
a result, the number of achievable uniform DOFs is 33 and only
16 signals can be detected at most when subspace algorithms
based on the spatial smoothing technique or Toeplitz property
are utilized [15]–[20], [22], [23]. In contrast, to utilize the total
105 DOFs provided by the difference co-array of tCADiS, sparse
representation methods [21], [31]–[34] are required which suf-
fer from high computational cost and complex combinatorial
optimization.

D. Motivation

Intuitively, the consecutive co-arrays can be connected by
filling the holes in the center of the difference co-array of tCADiS
and then the number of uniform DOFs can be substantially
increased. For the tCADiS illustrated in Fig. 1, a connected
consecutive co-array located at 〈−52, 52〉 can be obtained by
adding a padded subarray with 10 physical sensors located at
{1, 2, 3, 4, 7, 8, 9, 13, 14, 19}. An increased number of uniform
DOFs of 105 can then be obtained, which is considerably attrac-
tive. However, the required number of filling sensors dramati-
cally increases for a tCADiS with a large number of sensors.
Moreover, the expression of the hole locations in CADiS, as
given in [21], is not adequate to provide the exact location of
the padded subarray. Besides, the number of sensor pairs with
small separations increases due to the compact structure of the
padded subarray, which results in severe mutual coupling.

III. HOLE REPRESENTATION APPROACHES AND PADDED

COPRIME ARRAYS

In this section, we first provide the complete location expres-
sion of the holes in the difference co-array of tCADiS. Sub-
sequently, we introduce two representation approaches which
form the basis for the introduction of the proposed PCAs by
incorporating the padded subarray with small number of sensors
into the tCADiS. Finally, we propose a direct extension to the
PCA configuration that allows a larger array aperture and an
increase in the number of uniform DOFs.

A. Holes in the Difference Co-Array of tCADiS

While the location expression of holes provided by [21] only
captures part of the holes in the difference co-array of CADiS,
we generalize the Proposition 3 and 4 in [21] and specify the
complete location set H of holes in the difference co-array of
tCADiS by ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

H = H1 ∪ H2 ∪ H3 ∪ H4

H1 = {h1|h1 = MN − aM − bN}
∩ 〈0, (N − 1)(M − 1)〉

H2 = {h2|h2 = I − h1, h1 ∈ H1}
H3 = −H1

H4 = −H2

(13)

where a ∈ 〈1, N − 2〉, b ∈ 〈1,M − 1〉 and I = M(N − 1) +
(M +N) + (2M − 2− �M/2�)N is the physical array aper-
ture. The proof, which is omitted here, is simple and fol-
lows the demonstration of Proposition 3 in [21]. We note that
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Card{H1} = (M − 1)(N − 1)/2 gives the number of physical
sensors required in the padded subarray as the direct solution to
fill the holes in the center of difference co-array and generate
the connected consecutive co-array.

It can be concluded from (13) that the complete set
of hole locations can be derived from H1 due to the
symmetry property among the other subsets. As an
example, for the tCADiS structure in Fig. 1, the complete
set of holes in the difference co-array can be given by
the union of H1 = {1, 2, 3, 4, 7, 8, 9, 13, 14, 19}, H2 =
{53, 58, 59, 63, 64, 65, 68, 69, 70, 71} = 72− H1, H3 =
{−1,−2,−3,−4,−7,−8,−9,−13,−14,−19} = −H1 and
H4 = {−53,−58,−59,−63,−64,−65,−68,−69,−70,−71}
= −H2 = H1 − 72, where I = 72 is the array aperture.

B. Representation Approaches and PCAs

In this paper, we aim to lengthen the consecutive co-array of
tCADiS by filling the holes in H1 and H3, so that an augmented
consecutive co-array can be obtained with increased uniform
DOFs.

Theorem 1: (the first representation approach) For the
tCADiS given by (12), the holes in the center of the difference
co-array corresponding to the sets H1 and H3 in (13), can
be generated from the differences between sensor locations in
the subarray of tCADiS with location set 〈1, N − 1〉M and
a padded subarray with location set P1 = {p1|p1 = MN −
b1N, b1 ∈ 〈1, �M/2�〉}.

Proof: Based on (13), we can start with the holes in H1 due
to the symmetry property between H1 and H3. Specifically, we
introduce the first representation approach by characterizing the
holes in H1 via b ∈ 〈1,M − 1〉.

Let b1 ∈ 〈1, �M/2�〉, then

h1 = MN − aM − b1N

= (MN − b1N)− aM
(14)

where a ∈ 〈1, N − 2〉. Similarly, with b2 = (M − b1) ∈
〈M − �M/2� ,M − 1〉, h1 can be expressed as

h1 = MN − aM − b2N

= (N − a)M − (MN − b1N)
(15)

where (N − a) ∈ 〈2, N − 1〉.
According to (14) and (15), it can be concluded that the

holes for b = b1 and b = b2 in H1 and H3 can be interpreted
as the differences between the sensor locations in the subar-
ray of tCADiS and a missing sensor located at MN − b1N .
This follows by observing that the terms of aM in (14) and
(N − a)M in (15) can be regarded as the sensor locations in
L(1)

tCADiS of tCADiS (a ∈ 〈1, N − 1〉). As a result, the holes
in H1 and H3 can be classified into �M/2� groups via b.
Furthermore, the padded subarray consisting of all the missing
physical sensors, which result in the holes in the center of the
difference co-array generated by tCADiS, has the location set
P1 = {p1|p1 = MN − b1N, b1 ∈ 〈1, �M/2�〉}. �

Based on this representation, we propose a first type of PCA,
named PCA-I, by incorporating the padded subarray P1 into

tCADiS. The location set LPCA-I of sensors in PCA-I is specified
by

LPCA-I = LtCADiS ∪ P1 (16)

where LtCADiS is given by (12). The total number of sensors
in PCA-I is T = 2M +N − 1 with N and M being coprime
integers (N > M ≥ 2).

Property 2: PCA-I with location set LPCA-I defined by (16)
possesses the following properties.

a) PCA-I has a physical array aperture of (3MN −N −
�M/2�N) and a difference co-array with a total number
5MN +M − (2 �M/2�+ 1)N of DOFs.

b) The consecutive co-array in the difference co-array
of PCA-I is located at

〈−(2MN +M − 1− �M
2 �N),

2MN +M − 1− �M
2 �N〉 and the number of uniform

DOFs is 4MN + 2M − 2 �M/2�N − 1.
c) The difference co-array of PCA-I only has holes located

at its edges with location sets H2 and H4.
An example of PCA-I is illustrated in Fig. 2 including the

difference co-array, whereN = 6,M = 5,T = 15 andH = 11.
It is clearly seen that the holes in the center of the difference coar-
ray of the tCADiS in Fig. 1 are accurately filled by adjoining the
padded subarray P1 = {24, 18}with only 2 sensors instead of 10
sensors in the direct padded subarray. Furthermore, a connected
consecutive co-array located at 〈−52, 52〉 is generated and an
increased uniform DOF of 105 can be obtained, which is quite
attractive.

According to (14) and (15), to fill the holes, only N − 1 sen-
sors in subarray 1 of tCADiS, i.e., with locations 〈1, N − 1〉M ,
are needed while the subarray 1 has N sensors. As a result,
we study the relation between the first N − 1 sensors with
〈0, N − 2〉M and the holes in H1 and H3.

Theorem 2: (the second representation approach) For the
tCADiS given by (12), the holes in the center of the difference co-
array corresponding to H1 and H3 in (13), can be also generated
from the differences between sensor locations in the subarray of
tCADiS with location set 〈0, N − 2〉M and a padded subarray
with P2 = {p2|p2 = MN − b1N −M, b1 ∈ 〈1, �M/2�〉}.

Proof: In the second representation approach, we let b = b1 ∈
〈1, �M/2�〉 and rewrite h1 as

h1 = MN − aM − b1N

= (MN − b1N −M)− (a− 1)M
(17)

where (a− 1) ∈ 〈0, N − 3〉. Similarly, with b2 = (M − b1) ∈
〈M − �M/2� ,M − 1〉, we can write

h1 = MN − aM − b2N

= (N − a− 1)M − (MN − b1N −M)
(18)

where (N − a− 1) ∈ 〈1, N − 2〉.
According to (17) and (18), the holes for b = b1 and b = b2 are

interpreted as the interaction between the subarray in tCADiS
with location set 〈0, N − 2〉M and a missing physical sensor
located at MN − b1N −M . Resultantly, the padded subar-
ray consisting of all the missing sensors needed to generate
the holes in H1 and H3, has the location set P2 = {p2|p2 =
MN − b1N −M, b1 ∈ 〈1, �M/2�〉}. �
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Fig. 2. An example of PCA-I, where N = 6, M = 5, T = 15, and H = 11.

Fig. 3. An example of PCA-II, where N = 6, M = 5, T = 15, and H = 11.

Based on this alternative representation, we propose a second
type of PCA, i.e., PCA-II, by incorporating the padded subarray
P2 into tCADiS. The location set LPCA-II of sensors in PCA-II
is specified by

LPCA-II = LtCADiS ∪ P2 (19)

The total number of sensors in PCA-II is T = 2M +N − 1,
where N and M are coprime integers with N > M ≥ 3.

Property 3: PCA-II with location set LPCA-II defined by (19)
possesses the following properties.

a) PCA-II has a physical array aperture of (3MN −N −
�M/2�N) and a difference co-array with a total number
5MN + 3M − (2 �M/2�+ 1)N − 2 of DOFs.

b) The consecutive co-array has the location set of〈−(2MN + 2M − 1− ⌊M2 ⌋N), 2MN + 2M − 1

− ⌊M2 ⌋N〉 and the number of uniform DOFs is
4MN + 4M − 2 �M/2�N − 1.

c) The difference co-array of PCA-II has holes located at its
edges with location sets H2 and H4.

An example of PCA-II is shown Fig. 3, whereN = 6,M = 5,
T = 15 and H = 11. It can be explicitly seen that the holes
at H1 and H3 in the difference co-array of tCADiS can be
generated by adjoining the padded subarray P2 = {19, 13} with
only �M/2� = 2 sensors. In particular, as compared with PCA-I
in Fig. 2, the difference co-array of PCA-II has an augmented
consecutive co-array located at 〈−57, 57〉 with 115 uniform
DOFs, compared to 105 for PCA-I. This further motivates the
analysis of the interaction between the padded subarray and the
subarray 2 in tCADiS.

Based on (13), we can express the hole locations in H2 by

h2 = I − h1

= 2MN −N − �M/2�N + aM + b1N

= [N(M + 1) + (2M − 2− �M/2�)N + (a− 1)M ]

− (MN − b1N −M)
(20)

where I = N(M + 1) + (2M − 2− �M/2�)N represents the
array aperture of tCADiS and b1 ∈ 〈1, �M/2�〉. In the case a =

1, [N(M + 1) + (2M − 2− �M/2�)N ] gives the location of
the rightmost sensor in tCADiS and MN − b1N −M gives
the sensor locations in the padded subarray P2. Consequently,
the holes at the edge of the difference co-array for a = 1 can be
filled, which explains the increased number of uniform DOFs of
PCA-II as compared with PCA-I.

Remark 1: In fact, according to (14)-(15) and (17)-(18), two
alternative sensors with location MN − b1N and MN −M −
b1N , respectively, are available to fill the holes in H1 and H3

corresponding to b = b1 ∈ 〈1, �M/2�〉 and b = (M − b1). In
turn, this implies that the location set of the padded subarray has⌊
M
2

⌋2
solutions. To be specific, the proposed PCA-I and PCA-II

are two special solutions. Besides, an augmented consecutive
co-array as that of PCA-II can be generated when the padded
subarray has a sensor located at MN −M − b1N .

On the basis of Remark 1, we propose the third type of PCA,
named PCA-III, which is obtained from another solution to the
padded subarray. The location set LPCA-III of sensors in PCA-III
can be specified by

LPCA-III = LtCADiS ∪ P3 (21)

where P3 = P31 ∪ P32 = {p3|p3 = MN − b1N, b1 ∈
〈1, �M/2� − 1〉} ∪ {MN −M − �M/2�N} gives the third
solution to the location set of the padded subarray. The total
number of sensors is T = 2M +N − 1, where N and M are
coprime integers with N > M ≥ 3. An example of PCA-III is
shown in Fig. 4, where N = 6, M = 5, T = 15, H = 11 and
the location set of the padded subarray is given by {24, 13}. It
can be seen that, similar to PCA-II, the difference co-array of
PCA-III possesses the augmented consecutive co-array located
at 〈−57, 57〉 and the increased number of uniform DOFs 115.

C. Extended PCA

In this part, based on PCA-III, we propose an extended PCA,
termed ePCA, to obtain a further increase in the number of
uniform DOFs and an enlarged array aperture compared with
PCA-III.
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Fig. 4. An example of PCA-III, where N = 6, M = 5, T = 15, and H = 11.

According to Proposition 3.c in [21], extra holes
with location sets H5 = {h5|h5 = m1N +M, m1 ∈
〈1, 2M − 1− �M/2�〉} and −H5 will appear if we shift
the subarray L(2)

tCADiS in tCADiS to the right by M . The shift
operation leads to the translation of the holes with location set
H′

2 = {h′
2|h′

2 = (I − h1) +M,h1 ∈ H1}, which is not the
objective in our work. Specifically, we calculate the difference
between p3 ∈ P31 andMN −M − �M/2�N ∈ P32 in PCA-III
as

p′ = p3 − (MN −M − �M/2�N)

= (�M/2� − b1)N +M
(22)

where (�M/2� − b1) ∈ 〈1, �M/2� − 1〉. It can be seen from
(22) that the padded subarray in PCA-III can produce some
virtual sensors to fill the holes in H5, which motivates us to
make a similar shift by M of the subarray with location set
L(2)

tCADiS in PCA-III. Actually, the resulting ePCA leads to a
further extension of the consecutive co-array and array aperture.
Specifically, the location set LePCA of sensors in ePCA is given
as

LePCA = L(1)
tCADiS ∪ L(21)

tCADiS ∪ P3 (23)

where L(21)
tCADiS = {l21|l21 = mN +M(N − 1) + (N + 2M),

m ∈ 〈0, 2M − 2− ⌊M2 ⌋〉}, L(1)
tCADiS is the location set of the

subarray 1 in tCADiS and P3 is the padded subarray solution
underlying PCA-III with N > M ≥ 4.

Next, we provide more details about the hole filling in ePCA
by directly extending PCA-III, where we only consider the non-
negative part of the difference co-array for simplicity due to the
symmetry property of hole locations. It can be observed that the
potential holes caused by the shift operation are the result of the
interaction between the subarray with location set L(2)

tCADiS and
the other two subarrays in PCA-III. For example, the holes with
location sets H5 and H′

2 are related to the subarray L(1)
tCADiS and

the shift operation of the subarray L(2)
tCADiS. Besides, the virtual

sensors with locations in the difference co-array of PCA-III can
likely become holes in the difference co-array of ePCA due to
the shift operation. Specifically, for the subarrays with sensor
location sets L(2)

tCADiS and P3, we have{
l2 − p31 = (m+ b1 + 1)N

l2 − p32 = (m+ �M/2�+ 1)N +M
(24)

where l2 ∈ L(2)
tCADiS, p31, p32 ∈ P3, (m+ b1 + 1) ∈

〈2, 2M − 2〉 and (m+ �M/2�+ 1) ∈ 〈�M/2�+ 1, 2M − 1〉.
Recalling the definition of H5, the complete set of holes due to

the shift operation can be represented by HIII = H(1)
III ∪ H(2)

III =

{h(1)
III |h(1)

III = m2N,m2 ∈ 〈2, 2M − 2〉} ∪ {h(2)
III |h(2)

III =
m3N +M,m3 ∈ 〈1, 2M − 1〉}.

Subsequently, to characterize the hole filling in ePCA, we
calculate the differences between locations of the sensors in
subarrays L(21)

tCADiS and P3, i.e.:

{
l21 − p31 = (m+ b1 +m)N +M

l21 − p32 = (m+ �M/2�+ 1)N + 2M
(25)

where l21 ∈ L(21)
tCADiS, (m+ b1 + 1) ∈ 〈2, 2M − 2〉 and (m+

�M/2�+ 1) ∈ 〈�M/2�+ 1, 2M − 1〉. Specifically, the holes
in H(1)

III can be partly filled by the subarray L(21)
tCADiS which

can yield the differences{m4N,m4 ∈ 〈0, 2M − 2− �M/2�〉}.
For the remaining holes, we exploit the sensor with position
M and the subarray L(21)

tCADiS, where the difference set {(m+
M + 1)N, (m+M + 1) ∈ 〈M + 1, 3M − 1− �M/2�〉} can
be obtained and 2M − 2− �M/2� ≥ (M + 1)− 1, i.e., M ≥
3, is required. Regarding the holes in H(2)

III , based on (22) and

(25), we can only fill the holes with H(2′)
III = {h(2′)

III |h(2′)
III =

m′
3N +M,m′

3 ∈ 〈1, 2M − 2〉}, where �M/2� − 1 ≥ (2− 1),
i.e., M ≥ 4, is required. In particular, the position of the re-
maining hole (2M − 1)N +M can be expressed as (M −
2)N + (N − 1)M + (2M +N) which is the position of the
(M − 2)-th physical sensor in the subarray with location set
L(21)

tCADiS in ePCA. Finally, we summarize the properties of ePCA
as follows.

Property 4: For ePCA with location set LePCA, the following
properties apply.

a) ePCA has an array aperture of (3MN −N −
�M/2�N +M) and a difference co-array with a total
number 5MN + 3M − (2 �M/2�+ 1)N + 2 �M/2� of
DOFs.

b) The consecutive co-array has the location set〈−(2MN + 3M − 1− ⌊M2 ⌋N), 2MN + 3M − 1

− ⌊M2 ⌋N〉 and the number of uniform DOFs is
4MN + 6M − 2 �M/2�N − 1.

c) The difference co-array of ePCA has holes located
at H+

e = {he|he = Ie − (MN − aM − bN)} and H−
e =

−H+
e , where Ie = M(N − 1) + (2M +N) + (2M −

2− �M/2�)N , a ∈ 〈2, N − 2〉 and b ∈ 〈1,M − 1〉.
An example of ePCA is presented in Fig. 5, including the

physical array and the difference co-array, where N = 6, M =
5 and T = 15. According to Fig. 4 and Fig. 5, ePCA in this
example can be obtained by shifting subarray 2 in PCA-III by
M = 5units to the right. As compared with PCA-II and PCA-III,
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Fig. 5. An example of ePCA, where N = 6, M = 5, T = 15, and H = 16.

TABLE I
CHARACTERISTICS OF DIFFERENT COPRIME ARRAY CONFIGURATIONS

TABLE II
OPTIMAL SOLUTION TO PCAS FOR MAXIMUM NUMBER OF UNIFORM DOFS

ePCA can achieve a larger physical array aperture of 77 and
generate an extended consecutive co-array located at 〈−62, 62〉,
which offers 10 additional uniform DOFs.

IV. DISCUSSION

A. Degree of Freedom

For comparison, we summarize the total number of DOFs and
uniform DOFs (simplified as total DOF and uniform DOF) in
Table I, respectively, of different coprime array configurations.
We recall that CADiS [21] is composed of two subarrays with
N and 2M − 1 sensors, where the total number of sensors
is 2M +N − 1 and the displacement of the two subarrays is
N +M . To obtain the maximum number of uniform DOFs,
we calculate the optimal structure of PCAs, i.e., PCA-I, PCA-II
and ePCA, with a fixed number of sensors T = 2M +N − 1
by employing the Lagrange multiplier method as [23]. The
optimal values,1 of M are provided in Table II, while the final
specifications of the optimal PCAs are obtained by maximizing
the number of uniform DOFs in the case of odd and even
M . It should be noted that the expressions for M in Table II

1The results in Table II serve as initial guesses for the optimal selection of
M , which will be refined with simple additional modifications, i.e. M and N
are coprime integers and M < N .

are non-integers for most values of T and it is not simple to
determine the final values of M and N with a fixed number of
sensorsT . In practice, we can first obtain the optimal non-integer
result forM according to Table II and then consider the adjacent
integers, taking into account required conditions on M and
N , i.e., M < N and the coprimality relation. Finally, we can
determine the desired specifications by calculating the uniform
DOFs of each pair ofM andN . For example, in the case T = 30
the optimal solution to PCA-I can be obtained as follows: From
Table II, we have T+1

4 = 7.75 for oddM and thenM can take the
values of {7, 9} while 3T+5

12 ≈ 7.9 for even M and the possible
values are {6, 8}. Considering the requirements of M < N and
coprimality, the candidates (M,N) for PCA-I are (6,19), (8,15),
(7,17) and (9,13). Finally, we calculate the uniform DOFs of
the candidate specifications and the resulting optimal PCA-I
is constructed with M = 7, N = 17 to obtain the maximum
number of uniform DOFs.

In Table III, we compare the numbers of total number of DOFs
and uniforms DOFs for different coprime array configurations,
all comprised of T = 30 sensors, and where each coprime array
achieves the maximum number of uniform DOFs. While CADiS
suffers from the holes in the center of its difference co-array,
leading to the smallest number of uniform DOFs, the proposed
PCAs can fill these holes, which results in a significant increase
in the number of uniform DOFs. Compared with the CCA
configuration [26] which has a difference co-array with hole-free
property, both PCA-II and ePCA can obtain larger total number
of DOFs and uniform DOFs, even with some holes at the end
of the difference co-array. Besides, ePCA exhibits remarkable
properties, being superior to the other coprime arrays in terms
of both the total number of DOFs and uniform DOFs.
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TABLE III
COMPARISON OF SPARSE ARRAY CONFIGURATIONS WITH 30 SENSORS

B. Mutual Coupling and Weight Function

In this part, we expose another advantage of the proposed
PCAs over existing sparse array configurations, including the
coprime and nested arrays, in that PCAs are less susceptible to
mutual coupling. It is well-known that sensor pairs with small
separations are the main cause of mutual coupling. In particular,
the weights w(1), w(2) and w(3) (see eq. (10)) have a major
influence on the mutual coupling in a physical array [17].

Property 5: The PCAs, including PCA-I, PCA-II and ePCA,
share the same weight function which is given by

w(s) = 1, if M odd (26)

w(s) =

{
1 s �= M

2

2 s = M
2

, if M even (27)

where s ∈ 〈1,M − 1〉.
Proof: While the tCADiS allows the minimum inter-element

spacing to be M (M < N) [21], we propose the PCAs by
incorporating a padded subarray into tCADiS. As a result, the
number of sensor pairs with separation of 〈1,M − 1〉 depends
on the interaction between the padded subarray and the subarray
1 in each PCA configuration. Here we only provide the detailed
proof for PCA-I but the proofs for PCA-II and ePCA are similar.
Assume that there are two sensor pairs generating the separation
s ∈ 〈1,M − 1〉, which can be represented by

|n1M −m1N | = s

|n2M −m2N | = s
(28)

where n1, n2 ∈ 〈0, N − 1〉 and m1,m2 ∈ 〈1, ⌊M2 ⌋〉. We need
to consider two cases.

1) If n1M −m1N = s and n2M −m2N = s, we have

(n1 − n2)M = (m1 −m2)N (29)

Due to the coprime property of M,N , the solution to (29) is
n1 = n2 and m1 = m2, which means that only one sensor pair
generates the separation s.

2) If n1M −m1N = −s and n2M −m2N = s, we have

(n1 + n2)M = (m1 +m2)N (30)

TABLE IV
FIRST THREE WEIGHT FUNCTIONS OF SPARSE ARRAY CONFIGURATIONS WITH

30 SENSORS

As (n1 + n2) ∈ 〈0, 2N − 2〉, (m1 +m2) ∈
〈
2, 2

⌊
M
2

⌋〉
and

M,N are coprime integers, n1 + n2 = N and m1 +m2 =
M are required. However, if M is an odd integer, 2

⌊
M
2

⌋
=

M − 1 < M and m1 +m2 < M , where no solution exists.
Besides, in the case of even M , since m1,m2 ∈ 〈1, M

2

〉
and

(m1 +m2) ∈ 〈2,M〉, m1 +m2 = M and m1 = m2 = M/2,
only two sensor pairs contribute to the separation s. Further-
more, if we assume m1 = m2 = M/2 in (28), we have M(N −
2n1) = 2s. Since 2s ∈ 〈2, 2M − 2〉, s can only take the value
of M/2 and n1 = (N − 1)/2, n2 = (N + 1)/2. Consequently,
only two sensor pairs generate the separation s = M/2 if M
is an even integer, while in other circumstances, w(s) = 1 with
s ∈ 〈1,M − 1〉, which proves the Property 5. �

According to the weight function of PCAs given in (26) and
(27), we conclude that the proposed PCAs can significantly
reduce the mutual coupling due to the limited number of sensor
pairs yielding small separations. Specifically, in Table IV, we
list the values of the weight function w(s) for s = 1, 2 and 3,
as well as the coupling leakage coefficient γ (11) for various
types of array configurations, where the total number of sensors
is T = 30. Note that two-level NA and SNA3 are composed of
two subarrays with N1 and N2 sensors. It is clearly seen from
this Table that CADiS achieves the smallest weight function
values of 0 and coupling leakage of 0.0333, as it allows a large
minimum inter-element spacing, which is considerably attrac-
tive. While CADiS benefits from the large total number of DOFs
offered by the difference co-array, the holes in the center of the
difference co-array significantly decrease the achievable number
of uniform DOFs, which is seen from Table III. While the nested
arrays have aroused considerable attention due to the hole-free
property of their difference co-array, they exhibit larger values
of the weight function and coupling leakage, which results in
severe mutual coupling. On the contrary, the PCAs proposed
here and the TCA from [24] can substantially limit the first
three weight function values, w(1) = w(2) = w(3) = 1, while
generating a large consecutive co-array to offer a competitive
number of uniform DOFs. In this regard, we note from Table III
that PCA-II and ePCA outperform the TCA and CADiS in terms
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of both the total number of DOFs and uniform DOFs. In fact,
the weight functions of PCA-I and PCA-II satisfy w(s) = 1 for
all s ∈ 〈1, 6〉 while for ePCA, w(s) = 1 for all s ∈ 〈1, 8〉.

Remark 2: It follows from (26) and (27) that the first three
values of the weight function, i.e., w(1), w(2) and w(3), of the
proposed PCAs are independent of the number of sensors when
M > 4. Specifically, in the case ofM = 4,w(1) = 1,w(2) = 2
and w(3) = 1 while for all M ≥ 5, w(1) = w(2) = w(3) = 1.
In addition, although the first three weight values have a major
effect on the mutual coupling, the proposed PCAs can limit the
number of sensor pairs with separations of 〈1,M − 1〉, which is
quite attractive to reduce the mutual coupling effect with large
M .

Remark 3: It should be noted that TCA [24] is different
from the proposed PCA configuration. Specifically, TCA was
proposed by exploiting the redundancy in the difference co-array
of the ACA in order to improve the number of DOFs with
reduced mutual coupling, while the PCA configuration in this
paper is constructed to fill the holes in the difference co-array
of a tCADiS by carefully assembling a padded subarray. In
particular, TCA can be regarded as a special case of PCA
obtained by removing the rightmost �M/2� sensors in tCADiS
and inserting a padded subarray located at 〈1, �M/2�〉N . In
addition, it can be seen from Table III that the PCA configuration
can obtain more uniform DOFs than TCA, while both PCA-II
and ePCA can outperform TCA in terms of the total number of
DOFs.

V. NUMERICAL SIMULATIONS

In this section, we conduct extensive simulations to validate
the merits of the proposed PCAs over the coprime and nested ar-
ray configurations in terms of DOA estimation performance and
mutual coupling. In particular, the DOA estimation is achieved
via the SS-ESPRIT algorithm [19] and its performance for the
different array configurations is evaluated in terms of the root
mean square error (RMSE) defined as,

RMSE =

√√√√ 1

1000K

(
1000∑
q=1

K∑
k=1

(
θk − θ̂k,q

)2)
(31)

where θk represents the true DOA of the k-th signal in degrees
and θ̂k,q denotes the corresponding estimate obtained with SS-
ESPRIT at the q-trial. The simulation data is generated according
to the physical model presented in Section II with parameter
values as specified in Subsections B and C below. Various sparse
array configurations are compared: in all cases, the total number
of sensors is set to T = 17 while the other relevant parameters
for the configurations under study are as listed in the second
column of Table V. Besides, in the SS-ESPRIT algorithm (ex-
cept in Subsection F), we decompose the consecutive co-array
into (p+ 1)/2 subarrays for each sparse array configuration
under study to obtain the spatially smoothed matrix, where each
subarray has (p+ 1)/2 virtual sensors and p denotes the uniform
DOF of each sparse array.

TABLE V
CHARACTERISTICS OF SPARSE ARRAY CONFIGURATIONS WITH 17 SENSORS

A. Parameters of Sparse Arrays

Table V compares the total number of DOFs, the number of
uniform DOFs and the coupling leakage of the various sparse
array configurations under study. Besides, Fig. 6 plots the corre-
sponding weight functions of these configurations. The SNA and
ANA configurations are generated as in [35], [36]. Moreover,
kECA in this case has the same configuration as ACA; hence
we only provide the results of kECA. The MRA configuration
is obtained as in [37] and it is noteworthy that the structure of an
advanced spare array configuration, i.e., MISC [38], is identical
to that of MRA in the case of T = 17. Specifically, the sets of
sensor locations for the all arrays under comparison are provided
in Appendix A.

As seen from Table V, the proposed PCAs lead to a substantial
increase of the uniform DOFs as compared withkECA, CCA and
TCA, even though the CCA has a hole-free difference co-array.
While the nested arrays outperform the PCAs in terms of uniform
DOF, ePCA achieves a larger value of total number of DOFs
than the nested arrays. In particular, MRA can obtain the largest
total and uniform DOFs. Furthermore, it can be seen in Fig. 6
that PCAs and TCA can remarkably limit the number of sensor
pairs with small separations. Specifically, these configurations
all achieve w(1) = w(2) = w(3) = w(4) = 1. On the contrary,
the nested array configurations and MRA exhibit a larger number
of sensor pairs with small separations, which explains their large
coupling leakage, especially for NA and ANA-I1, as indicated
by γ in Table V. As a result, the nested arrays and MRA are much
more sensitive to mutual coupling than the proposed PCAs.

B. Grating Lobes of Different Array Structures

According to related works [39], [40], the peak sidelobe
level (PSL) is typically employed to evaluate the capability of
suppressing the grating lobes in sparse array design. Generally,
a larger inter-element spacing will have an adverse effect on
the grating lobes suppression. In this part, we provide the beam
patterns of the physical arrays in Fig. 6, including the ULA
with inter-element spacing of λ/2, CADiS [21], the proposed
PCAs (ePCA and PCA-II), TCA [24], CCA [26], SNA3 [18],

Authorized licensed use limited to: McGill University. Downloaded on November 21,2022 at 05:53:03 UTC from IEEE Xplore.  Restrictions apply. 



ZHENG et al.: PADDED COPRIME ARRAYS FOR IMPROVED DOA ESTIMATION: EXPLOITING HOLE REPRESENTATION AND FILLING STRATEGIES 4607

Fig. 6. Weight functions of the different sparse arrays under study with T = 17 sensors. (a) ePCA. (b) PCA-I. (c) PCA-II. (d) TCA. (e) kECA. (f) CCA. (g)
two-level NA. (h) SNA3. (i) ANA-I1. (j) ANA-I2.

Fig. 7. Beam patterns of the different array structures under study with T = 17 sensors. (a) ULA. (b) CADiS. (c) ePCA. (d) PCA-II. (e) TCA. (f) SNA3. (g)
ANA-I2. (h) MRA.

ANA-I2 [19] and MRA [37], where the total number of sensors
is 17 and the sensor locations sets are provided as in Appendix A.
It can be seen that ULA can obtain the lowest value of PSL (i.e.,
−13.2 dB) while in particular, the proposed ePCA can achieve
the lowest value of PSL (i.e., −7.1 dB) among all the sparse
arrays. In contrast, sparse arrays can generate much narrower
main lobes than ULA since the sparse arrays have an extended
array aperture.

C. DOA Estimation in the Absence of Mutual Coupling

Herein, we provide the simulated RMSE results of the ar-
ray configurations listed in Table V in the absence of mu-
tual coupling, where K = 25 signals impinge on the array
from angles θk = −60 + 120(k − 1)/24 (k ∈ 〈1, 25〉) and the

mutual coupling matrix is an identity matrix. Specifically, Fig. 8
depicts the RMSE results versus SNR, when the number of
snapshots is set to L = 1000. It is clearly seen that the PCAs
achieve smaller RMSE values than kECA, CCA and TCA.
Furthermore, ePCA can obtain more accurate DOA estimates
than PCA-I and PCA-II, which verifies the effectiveness of the
underlying extension concept. However, since the nested arrays
have hole-free difference co-arrays with significant increase of
uniform DOFs, their DOA estimation performance exceeds that
of the proposed PCAs in the absence of mutual coupling. In
addition, the RMSE results versus the number of snapshot L
are given in Fig. 9, where SNR = 0dB. It is observed that in
all cases, the RMSE decreases as L increases and that ePCA
performs the best among the coprime arrays in DOA estimation
accuracy.
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Fig. 8. RMSE versus SNR in the absence of mutual coupling, where K = 25,
L = 1000.

Fig. 9. RMSE versus number of snapshotsL in the absence of mutual coupling,
where K = 25, SNR = 0dB.

D. DOA Estimation in the Presence of Mutual Coupling

In this simulation, we compare the RMSE results of the
various array configuration under study in the presence of
mutual coupling, where in (7) c1 = 0.2ejπ/3 and B = 100.
The received signal is modeled as (8) and the array response
is CA. The simulated scenario involves K = 17 signals with
arrival angles θk = −60 + 120(k − 1)/16 (k ∈ 〈1, 17〉), while
the number of snapshots is set to L = 1500. Specifically, the
RMSE results versus SNR are plotted in Fig. 10 for the various
array configurations under comparison. It is observed that the
proposed PCAs can achieve fine DOA estimation performance.
In particular, ePCA can obtain more accurate DOA estimates
than the other array configurations, except ANA-I2 which has
a considerably larger consecutive co-array than ePCA. Despite

Fig. 10. RMSE versus SNR in the presence of mutual coupling, where K =
17, L = 1500.

Fig. 11. RMSE versus number of snapshots L in the presence of mutual
coupling, where K = 17, SNR = 10dB.

having larger consecutive co-arrays, SNA3 and ANA-I1 cannot
achieve as good performance as ePCA at high SNR due to the
more severe effects of mutual coupling. Besides, we present
the RMSE results versus the number of snapshot L in Fig. 11,
where SNR = 10dB. It can be seen that ePCA can remarkably
mitigate the mutual coupling effect and hence achieve a similar
DOA estimation performance as ANA-I2 in the case of large
number of snapshots.

In addition, we provide the RMSE results versus the amplitude
of c1, i.e., |c1|, in Fig. 12, where SNR = 0dB, other conditions
being identical to those of Fig. 10. As nested arrays are attractive
in offering a large number of uniform DOFs, they can provide
accurate DOA estimates in the case of small |c1|. Especially,
MRA exhibits the best DOA estimation performance when
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Fig. 12. RMSE versus |c1|, where B = 100, K = 17, SNR = 0dB, and L =
1500.

|c1| ≤ 0.45. However, the sensor locations in the MRA are
not available in closed-form and must therefore be calculated
through a time-consuming search. Besides, ANA-I2 can obtain
more accurate DOA estimates than the proposed PCAs in the
case of |c1| < 0.25, but the nested arrays suffer from severe
mutual coupling effect and offer drastically degraded DOA esti-
mates with the increase of |c1|due to large number of sensor pairs
with small separations. We note that when |c1| > 0.65, kECA
which has the smallest number of uniform DOFs, performs
better in DOA estimation than the nested arrays. This further
verifies that coprime arrays are of great interest in reducing
mutual coupling. Finally, it is observed that the proposed ePCA
is superior to other sparse arrays in the case of |c1| > 0.45. In
effect, ePCA can substantially increase the number of uniform
DOFs by enlarging the consecutive co-array while reducing the
effect of the mutual coupling by limiting the number of sensor
pairs with small spacing. Finally, we note that a similar trend
as in Fig. 12 is observed when the smaller value B = 10 is
employed, other conditions being unchanged.

E. DOA Estimation With Randomly Distributed Signals

In this part, we provide the simulation results of DOA esti-
mation with randomly distributed signals, where θk = −60 +
120εk and εk is a variable following the uniform distribution
U(0, 1). In Fig. 13, we calculate the RMSEs of the array con-
figurations with randomly distributed signals in the absence of
mutual coupling, where K = 25 and L = 1500. When K = 25
if the DOAs are randomly generated, it is inevitable that some
of the sources will be closely located in the angular domain.
Hence, the SS-ESPRIT algorithm will fail to distinguish some
signals for some of the simulation trials, especially under the
conditions of low SNR and small number of snapshots, which
will get worse when DOA clustering arises. As a result, the
RMSE curves in Fig. 13 are not as smooth as Fig. 8. However,
it still can be seen from Fig. 13 that the nested arrays can obtain

Fig. 13. RMSE with randomly distributed signals versus SNR in the absence
of mutual coupling, where K = 25, L = 1500.

Fig. 14. RMSE versus the number of subarrays used for the spatially smoothed
matrix of SS-ESPRIT with ePCA in the absence of mutual coupling, where
SNR = 0dB and L = 1000.

better DOA estimates than coprime arrays while the proposed
ePCA is superior to the other coprime arrays.

F. Different Numbers of Subarrays Used for DOA Estimation

In this part, we provide the simulation results for DOA
estimation performance with different numbers of subarrays
used for the spatially smoothed matrix [15] of SS-ESPRIT,
where the 17-element ePCA is used, SNR = 0dB, L = 1000
and θk = −60 + 120(k − 1)/24 (k ∈ 〈1, 25〉). It can be seen
from the RMSE results in Fig. 14 that the DOA estimation per-
formance approximately remains the same when the number of
subarrays ranges from 70 to 86. In particular, according to [15],
the number of subarrays essentially determines the number of
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elements for each subarray which is the effective array size and
gives the number of recognized sources. As a result, we usually
decompose the consecutive co-array into (p+ 1)/2 subarrays to
identify up to (p+ 1)/2− 1 sources [15], [17]–[20], [23], [24],
[26].

VI. CONCLUSION

In this work, we first provided a complete characterization
for the hole locations in the difference co-array generated by
tCADiS as the union of four subsets of locations related via
simple symmetry properties. We then proposed two novel PCAs,
termed as PCA-I and PCA-II, by incorporating the padded
subarray into tCADiS to lengthen the consecutive segments in
the difference co-array based on two representation approaches
for the hole locations. Our approach not only contributes to
increase the number of achievable uniform DOFs, but also helps
reducing the mutual coupling by limiting the number of sensor
pairs with small separations. In particular, ePCA, as an extension
of the above PCA configurations, can provide a further increase
in the number of uniform DOFs. Finally, numerical simulation
results were provided to validate the theoretical findings and
demonstrate the superiority of the proposed PCAs over existing
coprime and nested arrays in terms of DOF, mutual coupling
and DOA estimation accuracy.

APPENDIX A

The location sets of the arrays under study are given by

LULA = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16}

LePCA = {0, 5, 10, 15, 19, 20, 25, 30, 32, 35, 53, 61,
69, 77, 85, 93, 101}

LPCA-I = {0, 5, 10, 15, 20, 24, 25, 30, 32, 35, 48, 56,
64, 72, 80, 88, 96}

LPCA-II = {0, 5, 10, 15, 19, 20, 25, 27, 30, 35, 48, 56,
64, 72, 80, 88, 96}

LTCA = {0, 7, 8, 14, 16, 21, 24, 28, 35, 42, 49, 64,
72, 80, 88, 96, 104}

LkECA = {0, 5, 8, 10, 15, 16, 20, 24, 25, 30, 32, 35,
40, 48, 56, 64, 72}

LCCA = {0, 3, 6, 9, 10, 12, 15, 18, 20, 21, 24, 27,
30, 40, 48, 49, 50}

LSNA3 = {1, 3, 5, 6, 8, 11, 13, 16, 18, 27, 36, 45,
54, 63, 72, 80, 81}

LANA-I1 = {1, 2, 3, 4, 10, 20, 30, 40, 50, 60, 70, 80,
81, 82, 83, 84, 85}

LANA-I2 = {1, 2, 4, 6, 8, 10, 20, 30, 40, 50, 60, 70,
80, 81, 83, 85, 87}

LMRA = {0, 1, 8, 18, 28, 38, 48, 58, 68, 78, 80, 82,
84, 87, 89, 91, 93}
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