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Abstract—This paper addresses the problem of amplify-
and-forward (AF) relaying for multiple-input–multiple-output
(MIMO) multiuser relay networks, where each source transmits
multiple data streams to its corresponding destination with the
assistance of multiple relays. Assuming realistic imperfect chan-
nel state information (CSI) of all the source–relay and relay–
destination links, we propose a robust optimization framework
for the joint design of the source transmit precoders (TPCs),
relay AF matrices and receive filters. Specifically, two well–
known CSI error models are considered, namely, the statistical
and the norm-bounded error models. We commence by consid-
ering the problem of minimizing the maximum per-stream mean
square error (MSE) subject to the source and relay power con-
straints (min–max problem). Then, the statistically robust and
worst-case robust versions of this problem, which take into ac-
count the statistical and norm-bounded CSI errors, respectively,
are formulated. Both of the resultant optimization problems
are nonconvex (semi-infinite in the worst-case robust design).
Therefore, algorithmic solutions having proven convergence and
tractable complexity are proposed by resorting to the iterative
block coordinate update approach along with matrix transforma-
tion and convex conic optimization techniques. We then consider
the problem of minimizing the maximum per-relay power subject
to the quality-of-service (QoS) constraints for each stream and
the source power constraints (QoS problem). Specifically, an ef-
ficient initial feasibility search algorithm is proposed based on
the relationship between the feasibility check and the min–max
problems. Our simulation results show that the proposed joint
transceiver design is capable of achieving improved robustness
against different types of CSI errors when compared with non-
robust approaches.

Index Terms—Amplify-and-forward (AF) relaying, channel
state information (CSI) error, convex optimization, multiple-input
multiple-output (MIMO), multiuser, robust transceiver design.
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I. INTRODUCTION

COOPERATIVE relaying [1] is capable of improving the
communication link between the source and destination

nodes, in the context of wireless standards such as those of the
Long-Term Evolution Advanced (LTE-Advanced) [2], World-
wide Interoperability for Microwave Access (WiMAX) [3], and
fifth-generation (5G) networks [4]. Relaying strategies may
be classified as amplify-and-forward (AF) and decode-and-
forward (DF) techniques. The AF relaying technique imposes
lower signal processing complexity and latency; therefore, it is
preferred in many operational applications [5] and is the focus
of our attention in this paper.

Recently, multiple-input–multiple-output (MIMO) AF relay-
ing designed for multiuser networks has attracted considerable
interest [6]–[11]. In typical wireless multiuser networks, the
amount of spectral resources available to each user decreases
with an increase in the density of users sharing the channel,
hence imposing a degradation on the quality of service (QoS) of
each user. MIMO AF relaying is emerging as a promising tech-
nique of mitigating this fundamental limitation. By exploiting
the so-called distributed spatial multiplexing [5] at the multi-
antenna assisted relays, it allows multiple source/destination
pairs to communicate concurrently at an acceptable QoS over
the same physical channel [5]. The relay matrix optimiza-
tion has been extensively studied in a single-antenna assisted
multiuser framework, under different design criteria (see, e.g.,
[6]–[10]), where each source/destination is equipped with a sin-
gle antenna. In general, finding the optimal relay matrix in these
design approaches is deemed challenging because the resultant
optimization problems are typically nonconvex. Hence, existing
algorithms have relied on convex approximation techniques,
e.g., semi-definite relaxation (SDR) [9], [10] and second-
order cone programming (SOCP) approximation [7], [8], in
order to obtain approximate solutions to the original design
problems.

Again, the given contributions focus on single-antenna multi-
user networks. However, wireless standards aim for the pro-
motion of mobile broadband multimedia services with an
enhanced data rate and QoS, where parallel streams corre-
sponding to different service types can be transmitted simul-
taneously by each source using multiple antennas [11]. This
aspiration has led to a strong interest in the study of cooperative
relaying in a MIMO multiuser framework, where multiple
antennas are employed by all the sources (S), relays (R), and
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destinations (D). The joint transceiver design1 is more challeng-
ing than the relay matrix design of the single-antenna scenario,
but it provides further performance benefits. Prior contributions
[6]–[10], [12], [13] are therefore not readily extendable to this
more general case. At the time of this writing, the literature
of the joint transceiver design for MIMO multiuser relaying
networks is still limited. To be specific, in [14], global objective
functions such as the sum power of the interference received
at all the destinations and the sum mean square error (MSE)
of all the estimated data streams are minimized by adopting
the alternating minimization approach of [15], where only a
single design variable is updated at each iteration based on the
SDR technique of [16]. However, the use of global objective
functions is not readily applicable to multimedia applications
supporting several types of services, each characterized by
a specific QoS requirement. To overcome this problem, in
[17], the objective of minimizing the total source and relay
power subject to a minimum signal-to-noise-plus-interference
ratio (SINR) requirement for each S−D link is considered. To
this end, a two-level iterative algorithm is proposed, which
also involves SDR. Since the main goal of [17] was that of
achieving a high spatial diversity gain to improve the attainable
transmission integrity, the number of data streams transmitted
by each source in this setting is limited to one [17].

The efficacy of the joint transceiver design in [14] and
[17] relies on the idealized simplifying assumption of perfect
channel state information (CSI) for all the S−R and R−D
links. In practice, acquiring perfect or even accurate channel
estimates at a central processing node is quite challenging. This
is primarily due to the combined effects of various sources
of imperfections, such as the affordable channel estimation
complexities and the limited quantized feedback and feedback
delays [18], [19]. The performance of the previous methods
may hence be substantially degraded in the presence of realistic
CSI errors. In view of this, robust transceiver designs, which
explicitly take into account the effects of CSI errors, are highly
desirable. Depending on the assumptions concerning the CSI
errors, robust designs fall into two major categories, namely,
statistically robust [18] and worst-case robust designs [19].
The former class models the CSI errors as random variables
with certain statistical distributions (e.g., Gaussian distribu-
tions), and robustness is achieved by optimizing the average
performance over all the CSI error realizations; the latter family
assumes that the CSI errors belong to some predefined bounded
uncertainty regions, such as norm-bounded regions, and opti-
mizes the worst-case performance for all the possible CSI errors
within the region.

As a further contribution, we study the joint transceiver
design in a more general MIMO multiuser relay network,
where multiple S−D pairs communicate with the assistance of
multiple relays, and each source transmits multiple parallel data
streams to its corresponding destination. Assuming realistic
imperfect CSI for all the S−R and R−D links, we propose a
new robust optimization framework for minimizing the max-
imum per-stream MSE subject to the source and relay power

1We use “transceiver design” to collectively denote the design of the source
TPCs, relay AF matrices, and receive filters.

constraints, which is termed as the min–max problem. In the
proposed framework, we aim for solving both the statistically
robust and worst-case robust versions of the min–max problem,
which take into account either the statistical CSI errors or
the norm-bounded CSI errors, respectively, while maintaining
tractable computational complexity. Furthermore, to strictly
satisfy the QoS specifications of all the data streams, we sub-
sequently consider the problem of minimizing the maximum
per-relay power, subject to the QoS constraints of all the data
streams and to the source power constraints, which is referred
to as the QoS problem. Against this background, the main
contributions of this paper are threefold.

• With the statistically robust min–max problem for the
joint transceiver design being nonconvex, an algorithmic
solution having proven convergence is proposed by in-
voking the iterative block coordinate update approach
of [20] while relying on both matrix transformation
and convex conic optimization techniques. The proposed
iterative algorithm successively solves in a circular man-
ner three subproblems corresponding to the source trans-
mit precoders (TPCs), relay AF matrices, and receive
filters, respectively. We show that the receive filter sub-
problem yields a closed-form solution, whereas the other
two subproblems can be transformed to convex quadrat-
ically constrained linear programs (QCLPs). Then, each
QCLP can subsequently be reformulated as a efficiently
solvable SOCP.

• The worst-case robust min–max problem is both non-
convex and semi-infinite. To overcome these challenges,
we first present a generalized version of the so-called S
lemma given in [21], based on which each subproblem
can be exactly reformulated as a semi-definite program
(SDP) with only linear matrix inequality (LMI) con-
straints. This results in an iterative algorithmic solution
involving several SDPs.

• The QoS-based transceiver optimization is more chal-
lenging than that of the min–max problem because it is
difficult to find a feasible initialization. Hence, our major
contribution here is to propose an efficient procedure for
finding a feasible starting point for the iterative QoS-
based optimization algorithm, provided that there exits
one; otherwise, the procedure also returns a certificate of
infeasibility.

The remainder of this paper is organized as follows.
Section II introduces our system model and the modeling of CSI
errors. The robust joint transceiver design problems are also
formulated here. In Sections III and IV, iterative algorithms are
proposed for solving the min–max problem both under the sta-
tistical and the norm-bounded CSI error models, respectively.
The QoS problem is dealt with in Section V. Our numerical
results are reported in Section VI. This paper is then concluded
in Section VII.

Notations: Boldface uppercase (lowercase) letters represent
matrices (vectors), and normal letters denote scalars. (·)∗, (·)T ,
(·)H , and (·)−1 denote the conjugate, transpose, Hermitian
transpose, and inverse, respectively. ‖·‖ corresponds to the
Euclidean norm of a vector, whereas ‖·‖F and ‖·‖S denote the



1436 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 65, NO. 3, MARCH 2016

Fig. 1. MIMO multiuser multirelay one-way network with each source trans-
mitting multiple data streams to its corresponding destination.

Frobenius norm and the spectral norm of a matrix, respectively.
Furthermore, Tr(·), vec(·), and ⊗ denote the matrix trace, the
vectorization, and the Kronecker product, respectively. RM×N

and CM×N denote the spaces of M ×N matrices with real
and complex entries, respectively. IN represents the N ×N
identity matrix. E{·} denotes the statistical expectation. �{·}
and �{·} denote the real and imaginary parts of a scalar,
respectively.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a MIMO multiuser relaying network, where M
AF relay nodes assist the one-way communication between
K S−D pairs, as shown in Fig. 1, where all the nodes are
equipped with multiple antennas. Specifically, the kth S and
D, respectively, employ NS,k and ND,k antennas for k ∈ K �
{1, 2, . . . ,K}, whereas the mth R employs NR,m antennas
for m ∈ M � {1, . . . ,M}. All the relays operate under the
half-duplex AF protocol, where the data transmission from
the sources to their destinations is completed in two stages.
In the first stage, all the sources transmit their signals to the
relays concurrently, whereas in the second stage, the relays
apply linear processing to the received signals and forward the
resultant signals to all the destinations. We assume that no direct
links are available between the sources and destinations due to
the severe attenuation.

A narrow-band flat-fading radio propagation model is con-
sidered, where we denote the channel matrix between the
kth S and the mth R by Hm,k ∈ CNR,m×NS,k , and the chan-
nel matrix between the mth R and the kth D by Gk,m ∈
CND,k×NR,m . Let sk � [sk,1, . . . , sk,dk

]T denote the informa-
tion symbols to be transmitted by the kth S at a given time
instant, where dk ≤ min{NS,k, ND,k} is the number of inde-
pendent data streams. The symbols are modeled as independent
random variables with a zero mean and unit variance; hence,
E{sksHk } = Idk

. The kth S applies a linear vector of fk,l ∈
CNS,k×1 for mapping the lth data stream to its NS,k anten-
nas for l ∈ Dk � {1, . . . , dk}, thus forming a linear TPC of
Fk = [fk,1, . . . , fk,dk

] ∈ CNS,k×dk . The transmit power is thus
given by Tr(FkF

H
k ) ≤ Pmax

S,k , where Pmax
S,k is the maximum

affordable power of the kth S. Let nR,m ∈ CNR,m×1 be the

spatially white additive noise vector at the mth R, with a zero
mean and covariance matrix of E{nR,mnH

R,m} = σ2
R,mINR,m

.
After the first stage of transmission, the signal received at the

mth R is given by

zR,m =

K∑
k=1

Hm,kFksk + nR,m. (1)

Each R applies a linear matrix Wm ∈ C
NR,m×NR,m to zR,m

and forwards the resultant signal

rR,m = WmzR,m =

K∑
k=1

WmHm,kFksk +WmnR,m (2)

to all the destinations at a power of

PR,m =
K∑

k=1

‖WmHm,kFkR‖2F + σ2
R,m‖Wm‖2F . (3)

Let nD,k denote the spatially white additive noise vector
at the kth D with a zero mean and covariance matrix of
E{nD,kn

H
D,k} = σ2

D,kIND,k
. The kth D observes the following

signal after the second stage of transmission:

yk =

K∑
q=1

M∑
m=1

Gk,mWmHm,qFqsq

+

M∑
m=1

Gk,mWmnR,m + nD,k (4)

where subscript q is now used for indexing the sources. To
estimate the lth data stream received from its corresponding
source, the kth D applies a linear vector uk,l to the received
signal, thus forming a receive filter Uk = [uk,1, . . . ,uk,dk

] ∈
CND,k×dk . Specifically, the estimated information symbols are
given by ŝk,l = uH

k,lyk, which can be expressed as

ŝk,l = uH
k,l

M∑
m=1

Gk,mWmHm,kfk,lsk,l︸ ︷︷ ︸
desired data stream

+ uH
k,l

M∑
m=1

Gk,mWmHm,k

dk∑
p=1,p	=l

fk,psk,p

︸ ︷︷ ︸
interstream interference

+

K∑
q=1,q 	=k

uH
k,l

M∑
m=1

Gk,mWmHm,qFqsq

︸ ︷︷ ︸
interuser interference

+

M∑
m=1

uH
k,lGk,mWmnR,m︸ ︷︷ ︸

enhanced noise from relays

+ uH
k,lnD,k︸ ︷︷ ︸

receiver noise

. (5)

Throughout this paper, we also make the following common
assumptions concerning the statistical properties of the signals.

A1) The information symbols transmitted from different S
are uncorrelated, i.e., we have E{sksHm} = 0 ∀k,m ∈ K
and k 	= m.
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A2) The information symbols sk, the relay noise nR,m, and the
receiver noise nD,l are mutually statistically independent
∀k, l ∈ K and m ∈ M.

A. QoS Metric

We adopt the MSE as the QoS metric for each estimated data
stream. The major advantage of using the MSE is to make our
design problem tractable, which has been well justified in the
AF relay matrix design literature [22], [23] and in the references
therein. In fact, the links between the MSE and other classic
criteria such as the bit error rate (BER) and the SINR have
been well established in [22], [24]. Specifically, it has been
shown that an improvement in MSE will naturally lead to a
reduced BER.

The MSE of the lth estimated data stream received at the kth
D is defined as

εk,l = E
{
|ŝk,l − sk,l|2

}
. (6)

Substituting (5) into (6), and using assumptions A1 and A2, we
obtain

εk,l =

∥∥∥∥uH
k,l

M∑
m=1

Gk,mWmHm,kFk − eTk,l

∥∥∥∥2

+

K∑
q=1,q 	=k

∥∥∥∥uH
k,l

M∑
m=1

Gk,mWmHm,qFq

∥∥∥∥2

+

M∑
m=1

σ2
R,m

∥∥uH
k,lGk,mWm

∥∥2 + σ2
D,k ‖uk,l‖2 (7)

where ek,l ∈ Rdk×1 is a vector with all zero entries except the
lth entry, which is equal to one.

B. CSI Error Model

In typical relaying scenarios, the CSI of both the S−R and
R−D links, which is available at the central processing node, is
contaminated by channel estimation errors and by the quantized
feedback, and is outdated due to feedback delays. To model
these CSI errors, let us characterize the true but unknown
channels as

Hm,k = Ĥm,k +ΔHm,k,Gk,m = Ĝk,m +ΔGk,m (8)

where Ĥm,k and Ĝk,m, respectively, denote the estimated S−R
and R−D channels, whereas ΔHm,k and ΔGk,m capture the
corresponding channel uncertainties [8], [9]. In what follows,
we consider two popular techniques of modeling the channel
uncertainties.

1) Statistical Error Model: In this model, we assume that
the elements of ΔHm,k and ΔGk,m are zero-mean complex
Gaussian random variables. Specifically, based ontheKronecker
model [18], [25], they can, in general, be written as

ΔHm,k = ΣΣΣ
1/2
Hm,k

ΔHW
m,kΨΨΨ

1/2
Hm,k

(9)

ΔGk,m = ΣΣΣ
1/2
Gk,m

ΔGW
k,mΨΨΨ

1/2
Gk,m

(10)

TABLE I
EQUIVALENT NOTATIONS USED IN THE SUBSEQUENT ANALYSIS

where ΣΣΣHm,k
and ΣΣΣGk,m

are the row correlation matrices,
whereasΨΨΨHm,k

andΨΨΨGk,m
are the column correlation matrices,

all being positive definite. The entries of ΔHW
m,k and ΔGW

k,m

are independently and identically distributed (i.i.d.) complex
Gaussian random variables with a zero mean and unit variance.2

This model is suitable when the CSI errors are dominated by the
channel estimation errors.

2) Norm-Bounded Error Model: When the CSI is subject
to quantization errors due to the limited-rate feedback, it can
no longer be accurately characterized by the given statistical
model. Instead, ΔHm,k and ΔGk,m are considered to assume
values from the following norm-bounded sets [19]:

Hm,k � {ΔHm,k : ‖ΔHm,k‖F ≤ ηm,k} (11)

Gk,m � {ΔGk,m : ‖ΔGk,m‖F ≤ ξk,m} (12)

where ηm,k > 0 and ξk,m > 0 specify the radii of the uncer-
tainty regions, thus reflecting the degree of uncertainties. The
benefits of such an error model have been well justified in the
literature of robust relay optimization (see, e.g., [8], [9], and
[26]). The determination of the radii of the uncertainty regions
has also been discussed in [19].

Throughout this paper, we assume that the magnitudes of
the CSI errors are significantly lower than those of the chan-
nel estimates; therefore, the third- and higher-order terms in
ΔHm,k and ΔGk,m are neglected in our subsequent analysis.
We also introduce in Table I some useful notations to simplify
our exposition.

Substituting (8) into (7) and applying the aforementioned
assumptions, the per-stream MSE in the presence of CSI errors
can be expressed as

εk,l (ΔH,ΔGk)

≈
∥∥∥∥uH

k,lTTT k,k +

M∑
m=1

uH
k,lΔGk,mWWWm,kFk

+

M∑
m=1

uH
k,lGGGk,mΔHm,kFk − eTk,l

∥∥∥∥2 + σ2
D,k ‖uk,l‖2

+

K∑
q=1,q 	=k

∥∥∥∥uH
k,lTTT k,q +

M∑
m=1

uH
k,lΔGk,mWWWm,qFq

+
M∑

m=1

uH
k,lGGGk,mΔHm,qFq

∥∥∥∥2

+

M∑
m=1

σ2
R,m

∥∥uH
k,lGGGk,m + uH

k,lΔGk,mWm

∥∥2 . (13)

2The superscript “W” simply refers to the spatially white or uncorrelated
nature of these random variables.
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We now observe that the per-stream MSE becomes uncertain in
ΔHm,k ∀(m, k) ∈ M×K and ΔGk,m ∀m ∈ M. Therefore,
we introduce the following compact notations for convenience:

ΔGk � (ΔGk,1, . . . ,ΔGk,M ) ∈ Gk � Gk,1 × · · · × Gk,M

ΔH � (ΔH1,1, . . . ,ΔHM,K) ∈ H � H1,1 × · · · × HM,K .

For subsequent derivations, the dependence of εk,l on ΔH and
ΔGk is made explicit in (13).

The kth relay’s transmit power in the presence of CSI errors
can also be explicitly expressed asPR,m(ΔHm), whereΔHm �
(ΔHm,1, . . . ,ΔHm,K) ∈ Hm � Hm,1 × · · · × Hm,K .

C. Problem Formulation

In contrast to the prior advances [6]–[8], [14], [22] found
in the relay optimization literature, where certain global ob-
jective functions are minimized subject to power constraints
at the sources and relays, we formulate the following robust
design problems under the explicit consideration of QoS. Let
us commence by introducing the following unified operation:

U {f (ΔX)} =

{
EΔXf (ΔX) , ΔX is random

max
ΔX∈X

f (ΔX) , ΔX is deterministic

(14)
where ΔX ∈ CM×N and f(·) : CM×N → R. Depending on
the specific assumptions concerningΔX, U{·} either computes
the expectation of f(ΔX) over the ensemble of realizations
ΔX or maximizes f (ΔX) for all ΔX within some bounded
set X . This notation will be useful and convenient for char-
acterizing the per-stream MSE of (13) and the relay’s power
PR,m(ΔHm) for different types of CSI errors in a unified form
in our subsequent analysis.

1) Min–Max Problem: For notational convenience, we
define F � (F1, . . . ,FK), W � (W1, . . . ,WM ), and U �
(U1, . . . ,UK), which collects the corresponding design vari-
ables. In this problem, we jointly design {F,W,U} with the
goal of minimizing the maximum per-stream MSE subject to
the source and relay power constraints. This problem pertains
to the design of energy-efficient relay networks, where there is a
strict constraint on the affordable power consumption. Based on
the notation in (14), it can be expressed in the following unified
form, which is denoted M(PR):

min
F,W,U

max
∀k∈K,l∈Dk

κk,lU {εk,l(ΔH,ΔGk)} (15a)

s.t. U {PR,m(ΔHm)} ≤ ρmPR ∀m ∈ M (15b)

Tr(FH
k Fk) ≤ Pmax

S,k ∀k ∈ K (15c)

where {κk,l > 0 : ∀k ∈ K, l ∈ Dk} is a set of weights assigned
to the different data streams for maintaining fairness among
them, PR is the common maximum affordable transmit power
of all the relays, and {ρm > 0 : ∀m ∈ M} is a set of coeffi-
cients specifying the individual power of each relay.

2) QoS Problem: The second strategy, which serves as a
complement to the given min–max problem, aims for minimiz-
ing the maximum per-relay power, while strictly satisfying the

QoS constraints for all the data streams and all the source power
constraints.3 Specifically, this problem, which is denoted Q(γ),
can be formulated as

min
F,W,U

max
m∈M

1
ρm

U {PR,m(ΔHm)} (16a)

s.t. U {εk,l (ΔH,ΔGk)} ≤ γ

κk,l
∀k ∈ K, l ∈ Dk

(16b)

Tr
(
FH

k Fk

)
≤ Pmax

S,k ∀k ∈ K (16c)

where γ denotes a common QoS target for all the data streams.
The following remark is of interest.
Remark 1: The major difference between the min–max and

QoS problems is that solving the QoS problem is not always
feasible. This is because the per-stream MSE imposed by the
interstream and interuser interference [cf. (13)] cannot be made
arbitrarily small by simply increasing the transmit power. By
contrast, solving the min–max problem is always feasible since
it relies on its “best effort” to improve the QoS for all the data
streams at limited power consumption. Both problem formu-
lations are nonconvex and in general NP-hard. These issues
motivate the pursuit of a tractable but suboptimal solution to
the design problems considered.

III. STATISTICALLY ROBUST TRANSCEIVER DESIGN

FOR THE MIN–MAX PROBLEM

Here, we propose an algorithmic solution to the min–max
problem of (15) in the presence of the statistical CSI errors of
Section II-B1. The corresponding statistically robust version of
(15) can be formulated as

min
F,W,U

max
∀k∈K,l∈Dk

κk,lεk,l (17a)

s.t. PR,m ≤ ρmPR ∀m ∈ M (17b)

Tr
(
FH

k Fk

)
≤ Pmax

S,k ∀k ∈ K (17c)

where we have

εk,l � EΔH,ΔGk
{εk,l (ΔH,ΔGk)}

PR,m � EΔHm
{PR,m(ΔHm)} . (18)

To further exploit the structure of (17), we have to compute the
expectations in (18), which we refer to as the averaged MSE
and relay power, respectively. By exploiting the independence

3In fact, the min–max problem M(PR) and the QoS problem Q(γ)
are the so-called inverse problems, i.e., we have γ = M[Q(γ)] and PR =
Q[M(PR)]. The proof follows a similar argument to that of [27, Th. 3].
However, as shown in the subsequent analysis, the proposed algorithm cannot
guarantee finding the global optimum of the design problems. Therefore,
monotonic convergence cannot be guaranteed, which is formally stated as
PR ≥ P ′

R � M(PR) ≤ M(P ′
R) and γ ≥ γ′ � Q(γ) ≤ Q(γ′). Due to the

lack of the monotonicity, a 1-D binary search algorithm is unable to solve Q(γ)
via a sequence of M(PR) evaluations. Consequently, a formal inverse problem
definition is not stated in this paper.
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of ΔHm,k and ΔGk,m in (13), the per-stream MSE averaged
over the channel uncertainties can be expanded as

εk,l= uH
k,l

(
TTT k,kTTT H

k,k +Rk

)
uk,l − 2�

{
uH
k,lTTT k,kek,l

}
+ 1

+

K∑
q=1

M∑
m=1

E
{
uH
k,lΔGk,mWWWm,qFqF

H
q WWWH

m,qΔGH
k,muk,l

}︸ ︷︷ ︸
I1

+

K∑
q=1

M∑
m=1

E
{
uH
k,lGGGk,mΔHm,qFqF

H
q ΔHH

m,qGGGH
k,muk,l

}︸ ︷︷ ︸
I2

+

M∑
m=1

σ2
R,m E

{
uH
k,lΔGk,mWmWH

mΔGH
k,muk,l

}︸ ︷︷ ︸
I3

(19)

where we have

Rk =

K∑
q=1,q 	=k

TTT k,qTTT H
k,q +

M∑
m=1

σ2
R,mGGGk,mGGGH

k,m + σ2
D,kIdk

.

(20)

To compute the expectations in (19), we rely on the results of
[28, (10)] to obtain

I1 = uH
k,lE

{
ΔGk,mWWWm,qFqF

H
q WWWH

m,qΔGH
k,m

}
uk,l

= Tr
(
WWWm,qFqF

H
q WWWH

m,qΨΨΨGk,m

)
uH
k,lΣΣΣGk,m

uk,l. (21)

Similarly, I2 and I3 can be simplified to

I2 = Tr
(
FqF

H
q ΨΨΨHm,q

)
uH
k,lGGGk,mΣΣΣHm,q

GGGH
k,muk,l (22)

I3 = Tr
(
WmWH

mΨΨΨGk,m

)
uH
k,lΣΣΣGk,m

uk,l. (23)

Based on (21)–(23), the averaged MSE in (19) is therefore
equivalent to

εk,l = uH
k,l

(
TTT k,kTTT H

k,k +Rk +ΩΩΩk

)
uk,l

− 2�
{
uH
k,lTTT k,kek,l

}
+ 1 (24)

where

ΩΩΩk =

K∑
q=1

M∑
m=1

(
Tr
(
WWWm,qFqF

H
q WWWH

m,qΨΨΨGk,m

)
ΣΣΣGk,m

+Tr
(
FqF

H
q ΨΨΨHm,q

)
GGGk,mΣΣΣHm,q

GGGH
k,m

)

+

M∑
m=1

σ2
R,mTr

(
WmWH

mΨΨΨGk,m

)
ΣΣΣGk,m

. (25)

After careful inspection, it is interesting to find that εk,l is
convex with respect to each block of its variables F, W, and
U, although not jointly convex in all the design variables.

The averaged relay power PR,m can be derived as

PR,m =
K∑

k=1

(
Tr
(
FH

k ĤH
m,kW

H
mWmĤm,kFk

)
+Tr

(
FkF

H
k ΨΨΨHm,k

)
Tr
(
WH

mWmΣΣΣHm,k

) )
+ σ2

R,mTr
(
WmWH

m

)
(26)

and the convexity of PR,m in each of F and W is immediate.

A. Iterative Joint Transceiver Optimization

It is worthwhile noting that the inner pointwise maximization
in (17a) preserves the partial convexity of εk,l. Substituting
(24) and (26) back into (17), the latter is shown to possess a
so-called block multiconvex structure [20], which implies that
the problem is convex in each block of variables, although in
general not jointly convex in all the variables.

Motivated by the given property, we propose an algorithmic
solution for the joint transceiver optimization based on the
block coordinate update approach, which updates the three
blocks of design variables, one at a time while fixing the
values associated with the remaining blocks. In this way, three
subproblems can be derived from (17), with each updating F,
W, and U, respectively. Each subproblem can be transformed
into a convex one, which is computationally much simpler
than directly finding the optimal solution to the original joint
problem (if at all possible). Since solving for each block at
the current iteration depends on the values of the other blocks
gleaned from the previous iteration, this method in effect can be
recognized as a joint optimization approach in terms of both the
underlying theory [15], [20] and the related applications [14],
[17]. We now proceed by analyzing each of these subproblems.

1) Receive Filter Design: It can be observed in (19) that
εk,l in (17a) only depends on the corresponding linear vector
uk,l, whereas the constraints (17b) and (17c) do not involve
uk,l. Hence, for a fixed F and W, the optimal uk,l can be
obtained independently and in parallel for different (k, l) values
by equating the following complex gradient to zero:

∇u∗
k,l
εk,l = 0. (27)

The resultant optimal solution of (27) is the Wiener filter, i.e.,

uk,l =
(
TTT k,kTTT H

k,k +Rk +ΩΩΩk

)−1 TTT k,kek,l. (28)

2) Source TPC Design: We then solve our problem for the
TPC F, while keeping W and U fixed. For better exposi-
tion of our solution, we can rewrite (17) after some matrix
manipulations, explicitly in terms of F as given in (29), shown
at the bottom of the next page, where Ek,l�ek,le

T
k,l, ηR,m �

ρmPR − σ2
R,mTr

(
WmWH

m

)
, and

ak,l3 � uH
k,l

[
M∑

m=1

σ2
R,m

(
Tr
(
WmWH

mΨΨΨGk,m

)
ΣΣΣGk,m

+ GGGk,mGGGH
k,m

)
+ σ2

D,kIND,k

]
uk,l + 1. (30)

The solution to the problem (29) is not straightforward; hence,
we transform it into a more tractable form. To this end, we
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introduce the new variables of fk � vec (Fk) ∈ CNS,kdk×1

∀k ∈ K and define the following quantities that are independent
of fk ∀k ∈ K:

Ak,l
1,q�

M∑
m=1

Idk
⊗
(

M∑
n=1

WWWH
m,qUUUH

k,mEk,lUUUk,nWWWn,q

+Tr
(
uH
k,lΣΣΣGk,m

uk,l

)
WWWH

m,kΨΨΨGk,m
WWWm,k

+Tr
(
uH
k,lGGGk,mΣΣΣHm,q

GGGH
k,muk,l

)
ΨΨΨHm,q

)
(31)

ak,l2 = vec

(
M∑

m=1

WWWH
m,kUUUH

k,mEk,l

)
(32)

Am
4,k = Idk

⊗
(
WWWH

m,kWWWm,k +Tr
(
WH

mWmΣΣΣHm,k

)
ΨΨΨHm,k

)
.

(33)

It may be readily verified that Ak,l
1,q and Am

4,k are positive
definite matrices. Then, we invoke the following identities, i.e.,
Tr
(
AHBA

)
= vec (A)H (I⊗B) vec (A) and Tr

(
AHB

)
=

vec (B)H vec (A), for transforming both the objective (29a)
and the constraints (29b)–(29c) into quadratic expressions of
fk, and finally reach the following equivalent formulation:

min
f1,...,fK ,t

t (34a)

s.t.
K∑
q=1

fHq Ak,l
1,qfq − 2�

{
fHk ak,l2

}
+ ak,l3 ≤ t

κk,l

∀k ∈ K, l ∈ Dk (34b)
K∑

k=1

fHk Am
4,kfk ≤ ηR,m ∀m ∈ M (34c)

fHk fk ≤ Pmax
S,k ∀k ∈ K (34d)

where t is an auxiliary variable. Problem (34) by definition is a
convex separable inhomogeneous QCLP [16]. This class of op-
timization problems can be handled by the recently developed
parser/solvers, such as CVX [29] where the built-in parser is
capable of verifying the convexity of the optimization problem
(in user-specified forms) and then, of automatically transform-
ing it into a standard form; the latter may then be forwarded

to external optimization solvers, such as SeduMi [30] and
MOSEK [31]. To gain further insights into this procedure, we
show in Appendix A that the problem (34) can be equivalently
transformed into a standard SOCP that is directly solvable by
a generic external optimization solver based on the interior-
point method. Therefore, the SOCP form bypasses the tedious
translation by the parser/solvers for every problem instance in
real-time computation.

3) Relay AF Matrix Design: To solve for the relay AF ma-
trices, we follow a similar procedure to that used for the source
TPC design. However, here we introduce a new variable, which
vertically concatenates all the vectorized relay AF matrices,
yielding

w �

⎡
⎢⎣ w1

...
wM

⎤
⎥⎦ �

⎡
⎢⎣ vec (W1)

...
vec (WM )

⎤
⎥⎦ (35)

along with the following quantities, which are independent
of w:

[
Bk,l

1

]
m,n

=
K∑
q=1

[(
HHH∗

m,qHHHT
n,q

)
⊗
(
UUUH

k,mEk,lUUUk,n

)]
(36)

bk,l
2,m � vec

(
UUUH

k,mEk,lHHHH
m,k

)
(37)

Bk,l
3,m �

K∑
q=1

[
Tr
(
uH
k,lΣΣΣGk,m

uk,l

)
HHH∗

m,qHHHT
m,q ⊗ΨΨΨGk,m

+ Tr
(
FH

q ΨΨΨHm,q
Fq

)
ΣΣΣT

Hm,q
⊗UUUH

k,mEk,lUUUk,m

]
+ σ2

R,mTr
(
uH
k,lΣΣΣGk,m

uk,l

)
INR,m

⊗ΨΨΨGk,m

+ σ2
R,mINR,m

⊗
(
UUUH

k,mEk,lUUUk,m

)
(38)

bk,l4 � σ2
D,k ‖uk,l‖2 + 1 (39)

B5,m �
[
σ2
R,mINR,m

+

K∑
k=1

(
HHH∗

m,kHHHT
m,k

+Tr
(
FkF

H
k ΨΨΨHm,k

)
ΣΣΣT

Hm,k

)]
⊗ INR,m

(40)

min
F

max
∀k∈K,l∈Dk

κk,l

{
K∑
q=1

M∑
m=1

M∑
n=1

Tr
(
FH

q WWWH
m,qUUUH

k,mEk,lUUUk,nWWWn,qFq

)
−

M∑
m=1

2�{Tr (Ek,lUUUk,mWWWm,kFk)}+ ak,l3

+

K∑
q=1

M∑
m=1

Tr
(
FH

q WWWH
m,kΨΨΨGk,m

WWWm,kFq

)
Tr
(
uH
k,lΣΣΣGk,m

uk,l

)

+
K∑
q=1

M∑
m=1

Tr
(
FH

q ΨΨΨHm,q
Fq

)
Tr
(
uH
k,lGGGk,mΣΣΣHm,q

GGGH
k,muk,l

)}
(29a)

s.t.
K∑

k=1

Tr

(
FH

k

(
ĤH

m,kW
H
mWmĤm,k +Tr

(
WH

mWmΣΣΣHm,k

)
ΨΨΨHm,k

)
Fk

)
≤ ηR,m, ∀m ∈ M (29b)

Tr
(
FH

k Fk

)
≤ Pmax

S,k , ∀ k ∈ K (29c)
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where Bk,l
1 is a block matrix with its (m,n)th block de-

fined earlier. Then, using the identities Tr
(
AHBCDH

)
=

vec (A)H
(
DT ⊗B

)
vec(C), Tr

(
AHBA

)
=vec(A)H (I⊗B)

vec (A), and Tr
(
AHB

)
= vec (B)H vect (A), we can formu-

late the following optimization problem:

min
w,t

t (41a)

s.t. wHBk,l
1 w −

M∑
m=1

2�
{
wH

mbk,l
2,m

}
+

M∑
m=1

wH
mBk,l

3,mwm

+ bk,l4 ≤ t

κk,l
∀l ∈ Dk, k ∈ K (41b)

wH
mB5,mwm ≤ ρmPR ∀m ∈ M. (41c)

It may be readily shown that Bk,l
1 , Bk,l

3,m, and B5,m are all
positive definite matrices and that (41) is also a convex sepa-
rable inhomogeneous QCLP. Using a similar approach to the
one derived in Appendix A, the SOCP formulation of (41)
can readily be obtained. The details of the transformation are
therefore omitted for brevity.

B. Algorithm and Properties

We assume that there exists a central processing node, which,
upon collecting the channel estimates {Ĥm,k, Ĝk,m ∀m ∈
M, k ∈ K} and the covariance matrices of the CSI errors
{ΣΣΣHm,k

,ΣΣΣGk,m
,ΨΨΨHm,k

,ΨΨΨGk,m
∀m ∈ M, k ∈ K}, optimizes

all the design variables and sends them back to the
corresponding nodes. The iterative procedure listed in
Algorithm 1 therefore should be implemented in a centralized
manner, where {F(i),W(i),U(i)} and t(i) represent the set of
design variables and the objective value in (17a), respectively,
at the ith iteration. A simple termination criterion can be
|t(i) − t(i−1)| < ε, where ε > 0 is a predefined threshold. In the
following, we shall analyze both the convergence properties
and the complexity of the proposed algorithm.

1) Convergence: Provided that there is a feasible initializa-
tion for Algorithm 1, the solution to each subproblem is glob-
ally optimal. As a result, the sequence of the objective values
in (17a) is monotonically nonincreasing as the iteration index
i increases. Since the maximum per-stream MSE is bounded
from below (at least) by zero, the sequence of the objective
values must converge by invoking the monotonic convergence
theorem.

2) Complexity: When the number of antennas at the sources
and relays, i.e., NS,k and NR,m, have the same order of
magnitude, the complexity of Algorithm 1 is dominated by the
SOCP of (62), which is detailed in Appendix A, as it involves
all the constraints of the original problem (17). To simplify
the complexity analysis, we assume that NS,k = NS, and dk =
d ∀k ∈ K. In (62), the total number of design variables is
Ntotal = N2

SK + 1 +K2d+KM . The size of the second-
order cones (SOCs) in the constraints (62b)–(62g) is given
by (N2

S + 1)dK(K − 1), (N2
S + 1)dK , (K + 2)dK , (N2

S +
1)KM , (K + 1)M , and (N2

S + 1)K , respectively. Therefore,

the total dimension of all the SOCs in these constraints can
be shown to be DSOCP = O(N2

SdK
2 +N2

SMK). It has been
shown in [32] that problem (62) can be solved most efficiently
using the primal–dual interior-point method at worst-case com-
plexity on the order of O(N2

totalD) if no special structure in
the problem data is exploited. The computational complexity of
Algorithm 1 is therefore on the order of O(N6

S ), O(K6), and
O(M3) in the individual parameters NS, K and M , respec-
tively. In practice, however, we find that the matrices Ak,l

1,q and
Am

4,k in (31) and (33), respectively, exhibit a significant level of
sparsity, which allows solving the SOCP more efficiently. In our
simulations, we therefore measured the CPU time required for
solving (62) for different values of NS, K , and M (the results
are not reported due to the space limitation) and found that
the orders of complexity obtained empirically are significantly
lower than those of the given worst-case analysis. Empirically,
we found these to be around O(N1.6

S ), O(K1.7), and O(M1.3).

Algorithm 1 Iterative Algorithm for Statistically Robust
Min–Max Problem

Initialization:
1: Set the iteration index i = 0, F

(0)
k =

√
Pmax
S,k INS,k×dk

,

∀k ∈ K and W
(0)
m =

√
ρmPR

Tr(B5,m)INR,m
, ∀m ∈ M

2: repeat
3: Compute u(i+1)

k,l ∀k∈K, l ∈ Dk, using the Wiener filter
(28) in parallel;

4: Compute F(i+1)
k ∀k ∈ K by solving the SOCP (62);

5: Compute W(i+1)
m ∀m ∈ M by solving the SOCP (41);

6: i ← i+ 1;
7: until |t(i) − t(i−1)| < ε

IV. WORST-CASE ROBUST TRANSCEIVER DESIGN

FOR THE MIN–MAX PROBLEM

Here, we consider the joint transceiver design problem under
min–max formulation of (15) and the norm-bounded CSI error
model of Section II-B2. To this end, based on the notation in
(14), we explicitly rewrite this problem as

min
F,W,U

max
∀k∈K,l∈Dk,

∀ΔH∈H,ΔGk∈Gk

κk,lεk,l (ΔH,ΔGk) (42a)

s.t. PR,m (ΔHm) ≤ ρmPR ∀m ∈ M,ΔHm ∈ Hm

(42b)

Tr
(
FH

k Fk

)
≤ Pmax

S,k ∀k ∈ K (42c)

whose epigraph form can be expressed as

min
F,W,U

t (43a)

s.t. εk,l (ΔH,ΔGk) ≤
t

κk,l
∀k ∈ K, l ∈ Dk,

ΔH ∈ H,ΔGk ∈ Gk (43b)
PR,m (ΔHm) ≤ ρmPR ∀m ∈ M,ΔHm ∈ Hm

(43c)
Tr
(
FH

k Fk

)
≤ Pmax

S,k ∀k ∈ K (43d)
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where t is an auxiliary variable. As compared with the sta-
tistically robust version of (17), problem (43) now encounters
two major challenges, namely the nonconvexity and the semi-
infinite nature of the constraints (43b) and (43c), which render
the optimization problem mathematically intractable. In what
follows, we derive a solution to address these calamities.

A. Iterative Joint Transceiver Optimization

To overcome the first difficulty, we still rely on the iterative
block coordinate update approach described in Section III;
however, the three resultant subproblems are semi-infinite due
to the continuous but bounded channel uncertainties in (43b)
and (43c). To handle the semi-infiniteness, an equivalent refor-
mulation of these constraints as LMI will be derived by using
certain matrix transformation techniques and by exploiting an
extended version of the S-lemma of [21]. In turn, such LMI
will convert each of the subproblems into an equivalent SDP
[33] efficiently solvable by interior-point methods [34].

1) Receive Filter Design: In this subproblem, we have to
minimize t in (43a) with respect to uk,l subject to the constraint
(43b). To transform this constraint into an equivalent LMI, the
following lemma is presented, which is an extended version of
the one in [21].

Lemma 1 (Extension of S-lemma [21]): Let A(x) =
AH (x), Σ(x) = ΣH (x), {Dk(x)}Nk=1, and {Bk}Nk=1 be ma-
trices with appropriate dimensions, where A(x), ΣΣΣ(x), and
{Dk(x)}Nk=1 are affine functions of x. The following semi-
infinite matrix inequality:

(
A(x) +

N∑
k=1

BH
k CkDk(x)

)

×
(
A(x) +

N∑
k=1

BH
k CkDk(x)

)H

� Σ(x) (44)

holds for all ‖Ck‖S ≤ ρk, k = 1, . . . , N if and only if there
exist nonnegative scalars τ1, . . . , τN satisfying (45), shown at
the bottom of the page.

A simplified version of Lemma 1, which considers only
a single uncertainty block, i.e., N = 1, can be traced back
to [35], whereas a further related corollary is derived in
[21, Proposition 2]. Lemma 1 extends this result to the case
of multiple uncertainty blocks, i.e., K > 1; the proof which
follows similar steps as in [21] is omitted owing to the space
limitation.

Upon using Lemma 1, the constraint (43b) can equivalently
be reformulated as follows.

Proposition 1: There exist nonnegative values of τττGk,l ∈
RM×1 and τττHk,l ∈ RKM×1 capable of ensuring that the semi-
infinite constraint (43b) is equivalent to the matrix inequality
in (46), shown at the bottom of the page, where we have
NR �

∑M
m=1 NR,m, NS �

∑K
k=1 NS,k, and the operator (∗)

denotes the Khatri–Rao product (blockwise Kronecker product)
[36]. In (46),ΘΘΘk,l andΦΦΦk,l are defined as

ΘΘΘk,l �

⎡
⎢⎣ ξk,1ΘΘΘ

k,l
1

...
ξk,MΘΘΘk,l

M

⎤
⎥⎦ ,ΦΦΦk,l �

⎡
⎢⎣

η1,1ΦΦΦ
k,l
1,1

...
ηM,KΦΦΦk,l

M,K

⎤
⎥⎦ (47)

whereas ΘΘΘk,l, ΦΦΦk,l, and θθθk,l are defined in (71) of Appendix B.
Proof: See Appendix B. �

Using (46), the subproblem formulated for uk,l can be equiv-
alently recast as

min
t,uk,l,τττ

g
k,l,τττ

h
k,l

t s.t. Qk,l � 0. (48)

With fixed F and W, (46) depends affinely on the design
variables {t,uk,l, τττ

g
k,l, τττ

h
k,l}. Therefore, (48) is a convex SDP

of the LMI form [33], which is efficiently solvable by existing
optimization tools based on the interior-point method. Since the
uk,l for different values of (k, l) are independent of each other,
they can be updated in parallel by solving (48) for different k
and l.

2) Source TPC Design: We now have to solve problem (43)
for F by fixing U and W. The solution is formulated in the
following proposition.

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Σ(x)−
N∑

k=1

τkB
H
k Bk A(x) 0 · · · 0

AH (x) I ρ1D
H
1 (x) · · · ρNDH

N (x)
0 ρ1D1(x) τ1I · · · 0
...

...
...

. . .
...

0 ρNDN (x) 0 · · · τNI

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
�0 (45)

Qk,l �

⎡
⎢⎢⎢⎢⎢⎣

t
κk,l

− 1TτττGk,l − 1TτττHk,l θθθk,l 01×ND,kNR
01×NSNR

θθθHk,l Id+NR+ND,k
ΘΘΘ

H

k,l ΦΦΦ
H

k,l

0ND,kNR×1 ΘΘΘk,l diag
(
τττGk,l

)
∗ IND,kNR

0ND,kNR×NSNR

0NSNR×1 ΦΦΦk,l 0NSNR×ND,kNR
diag

(
τττHk,l

)
∗ INSNR

⎤
⎥⎥⎥⎥⎥⎦ � 0 (46)
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Proposition 2: The subproblem of optimizing the TPCs F
can be formulated as the following SDP:

min
t,F,τττg

k,l,τττ
h
k,l,τττ

p
m

t (49a)

s.t. Qk,l � 0 ∀k ∈ K, l ∈ Dk (49b)
Pm � 0 ∀m ∈ M (49c)[

Pmax
S,k fHk
fk INS,kdk

]
� 0 ∀k ∈ K

(49d)

where we have

Pm �

⎡
⎣ ρmPR − 1Tτττpm tHm 01×NSNR,m

tm I Tm

0NSNR,m×1 T
H
m diag (τττpm) ∗ I

⎤
⎦�0

(50)

with τττpm ∈ R
K×1, Tm(F) �

[
TT

m,1, . . . ,T
T
m,K

]T
, and

tm �

⎡
⎢⎢⎢⎢⎢⎣

vec
(
WmĤm,kF1

)
...

vec
(
WmĤm,KFK

)
σR,mvec (Wm)

⎤
⎥⎥⎥⎥⎥⎦ (51)

Tm,k �

⎡
⎢⎣ 0∑k−1

q=1 dqNR,m×NS,kNR,m

FT
k ⊗Wm

0(
∑

K
q=k+1 dqNR,m+N2

R,m)×NS,kNR,m

⎤
⎥⎦ . (52)

Proof: Since F is involved in all the constraints of the
original problem (43), in the following, we will transform each
of these constraints into tractable forms.

First, note that (43b) has already been reformulated as (46),
which is a trilinear function of F, W, and U. By fixing the
values of W and U, it essentially becomes an LMI in F.

Then, to deal with the semi-infinite constraint of the relay
power (43c), we can express PR,m as follows based on the
definitions in (51):

PR,m =

∥∥∥∥∥tm +
K∑

k=1

Tm,khm,k

∥∥∥∥∥
2

. (53)

Substituting (53) into (43c) and again applying Lemma 1, (43c)
can be equivalently recast as the matrix inequality (49c), whose
left-hand side is bilinear in Wm and F, which is an LMI in F
when Wm is fixed.

Finally, (43d) can be expressed as ‖fk‖2 ≤ Pmax
S,k , which can

be equivalently recast as (49d) by using the Schur complement
rule of [33]. The SDP form (49) is then readily obtained. �

3) Relay AF Matrix Design: Since the constraint (49d) is
independent of the relay AF matrices W, this subproblem is
equivalent to

min
t,W,τττg

k,l,τττ
h
k,l,τττ

p
m

t s.t. (49b), (49c). (54)

The given problem becomes a standard SDP in W by noting
that Qk,l and Pm in (49b) and (49c), respectively, are LMIs in
W, provided that the other design variables are kept fixed.

The convergence analysis of the overall iterative algorithm,
which solves problems (48), (49), and (54) with the aid of the
block coordinate approach, is similar to that in Section III-B
and therefore omitted for brevity. One slight difference from

Algorithm 1 is that we initialize F(0)
k =

√
Pmax
S,k INS,k×dk

∀k ∈

K and U
(0)
k = Idk×NS,k

∀k ∈ K, and the iterative algorithm will

start by solving for the optimal W(1)
m . Solving (49) imposes a

worst-case complexity on the order of O(N2
totalDSDP), where

DSDP represents the total dimensionality of the semi-definite
cones in constraints (49b)–(49d). Comparing the SDP formu-
lation of (49) derived for the norm-bounded CSI errors and the
SOCP formulation in (62) deduced for the statistical CSI errors,
the total dimensionality of (49) is seen to be significantly larger
than that of (62).

V. TRANSCEIVER DESIGN FOR THE

QUALITY-OF-SERVICE PROBLEM

Here, we turn our attention to the joint transceiver design for
the QoS problem (16). Following the same approaches as in
Sections III and IV, the solution to the QoS problem can also
be obtained by adopting the block coordinate update method.
Since the derivations of the corresponding subproblems and
algorithms are similar to those in Sections III and IV deduced
for the min–max problem, we hereby only present the main
results.

A. QoS Problem Under Statistical CSI Errors

1) Receive Filter Design: An optimal uk,l can be obtained
by minimizing εk,l(ΔH,ΔGk) with respect to uk,l, which
yields exactly the same solution as the Wiener filter in (28).

2) Source TPC Design: The specific subproblem of finding
the optimal F can be solved by the following QCLP:

min
F,t

t (55a)

s.t.
K∑
q=1

fHq Ak,l
1,qfq − 2�

{
fHk ak,l2

}
+ ak,l3 ≤ γ

κk,l

∀k ∈ K, l ∈ Dk (55b)
K∑

k=1

fHk Am
4,kfk ≤ η′R,m ∀m ∈ M (55c)

Tr(FH
k Fk) ≤ Pmax

S,k ∀ k ∈ K (55d)

where η′R,m � ρmt′ − σ2
R,mTr(WmWH

m).
3) Relay AF Matrix Design: The optimal W can be found

by solving

min
w,t

t (56a)

s.t. wHBk,l
1 w −

M∑
m=1

2�
{
wH

mbk,l
2,m

}

+

M∑
m=1

wH
mBk,l

3,mwm + bk,l4 ≤ γ

κk,l
∀k, l

(56b)

wH
mB5,mwm ≤ ρmt ∀m ∈ M. (56c)
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B. QoS Problem Under Norm-Bounded CSI Errors

1) Receive Filter Design: The optimal uk,l can be obtained
from (48).

2) Source TPC Design: The optimal F can be obtained as
the solution to the following SDP:

min
t,F,τττg

k,l,τττ
h
k,l,τττ

p
m

t (57a)

s.t. Q′
k,l � 0 ∀k ∈ K, l ∈ Dk (57b)

P′
m � 0 ∀m ∈ M (57c)[
Pmax
S,k fHk
fk INS,kdk

]
� 0 ∀k ∈ K

(57d)

where Q′
k,l is obtained from Qk,l in (46) upon replacing t by

γ in the top-left entry (1,1). Similarly, P′
m can be obtained by

substituting PR with t in the (1,1)th entry of Pm in (50).
3) Relay AF Matrix Design: The optimal relay AF matrices

are obtained by solving

min
t,W,τττg

k,l,τττ
h
k,l

t s.t. (57b), (57c). (58)

C. Initial Feasibility Search Algorithm

An important aspect of solving the given QoS problem is to
find a feasible initial point. Indeed, it has been observed that,
if the iterative algorithm is initialized with a random (possibly
infeasible) point, the algorithm may fail at the first iteration.
Finding a feasible initial point of a nonconvex problem, such
as our QoS problem (16), is in general NP-hard. All these
considerations motivate the study of an efficient initial feasibil-
ity search algorithm, which finds a reasonably “good” starting
point for the QoS problem of (16).

Motivated by the “phase I” approach in general optimization
theory [33], we formulate the feasibility check problem for the
QoS problem as follows:

min
F,W,U

s (59a)

s.t. κk,lU {εk,l (ΔH,ΔGk)} ≤ s ∀k ∈ K, l ∈ Dk

(59b)

Tr
(
FH

k Fk

)
≤ Pmax

S,k ∀k ∈ K (59c)

where s is a slack variable, which represents an abstract mea-
sure for the violation of the constraint (16b). The given problem
can be solved iteratively using the block coordinate approach
until the objective value s converges or the maximum affordable
number of iterations is reached. If, at the (n+ 1)st iteration,
s(n+1) meets the QoS target γ, then the procedure successfully
finds a feasible initial point; otherwise, we claim that the QoS
problem is infeasible. In this case, it is necessary to adjust γ
or to drop the services of certain users by incorporating an
admission control procedure, which, however, is beyond the
scope of this paper.

Interestingly, (59) can be reformulated as

min
F,W,U

max
∀k∈K,l∈Dk

κk,lU {εk,l (ΔH,ΔGk)} (60a)

s.t. U {PR,m (ΔHm)} ≤ ρmP∞
R ∀m ∈ M (60b)

Tr
(
FH

k Fk

)
≤ Pmax

S,k ∀k ∈ K (60c)

where we have P∞
R → ∞, which is equivalent to removing the

constraint on the relay’s transmit power. In fact, (60) becomes
exactly the same as the min–max problem of (15) upon setting
PR = P∞

R . We therefore propose an efficient iterative feasibil-
ity search algorithm, which is listed as Algorithm 2, based on
the connection between the feasibility check and the min–max
problems.

Algorithm 2 Iterative Initial Feasibility Search Algorithm for
the QoS problems

1: repeat
2: Solve one cycle of the problem (60) and denote the

current objective value by γ̂(i+1);
3: Verify if γ̂(i+1) ≤ γ, and if so, stop the algorithm;
4: i ← i+ 1;
5: until Termination criterion is satisfied, e.g., |γ̂(i) − γ̂(i−1)|

≤ ε; or the maximum allowed number of iteration is
reached.

Based on the definition of U{·} in (14), Algorithm 2 is ap-
plicable to the QoS problems associated with both types of CSI
errors considered. Furthermore, Algorithm 2 indeed provides a
feasible initial point for the QoS problem if it exists. Otherwise,
it provides a certificate of infeasibility if γ̂(i+1) > γ after a few
iterations. Then, the QoS problem is deemed infeasible in this
case, and the admission control procedure may deny the access
of certain users.

VI. SIMULATION EXPERIMENTS AND DISCUSSIONS

This section presents our Monte Carlo simulation results for
verifying the resilience of the proposed transceiver optimization
algorithms against CSI errors. In all simulations, we assume
that there are K = 2 S−D pairs, which communicate with
the assistance of M = 2 relays. Each node is equipped with
NS,k = NR,m = ND,k = 3 antennas ∀ k ∈ K,m ∈ M. Each
source transmits 2 independent quadrature phase-shift keying
(QPSK) modulated data streams to its corresponding destina-
tion, i.e., dk = 2 ∀ k ∈ K. Equal noise variances of σ2

D,k =

σ2
R,m are assumed. The maximum source and relay transmit

power is normalized to one, i.e., we have Pmax
S,k = 1 ∀ k ∈ K

and ρmPR = 1, ∀m ∈ M. Equal weights of κk,l are assigned
to the different data streams, unless otherwise stated. The chan-
nels are assumed to be flat fading, with the coefficients given
by i.i.d. zero-mean unit-variance complex Gaussian random
variables. The signal-to-noise ratios (SNRs) at the relays and
the destinations are defined as SNRR,m � Pmax

S /|NR,mσ2
R,m|

and SNRD,k � Pmax
R /|ND,kσ

2
D,k|, respectively. The optimiza-

tion solver MOSEK [31] is used for solving each optimization
problem.
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Fig. 2. Convergence behavior of the proposed iterative algorithm with statisti-
cal CSI errors.

A. Performance Evaluation Under Statistical CSI Errors

We first evaluate the performance of the iterative algorithm
proposed in Section III under statistical CSI errors. The
channel correlation matrices in (9) and (10) are obtained by
the widely employed exponential model of [37]. Specifically,
their entries are given by [ΣΣΣHm,k

]i,j = [ΣΣΣGk,m
]i,j = α|i−j|

and [ΨΨΨHm,k
]i,j=[ΨΨΨGk,m

]i,j= σ2
eβ

|i−j|, i, j ∈ {1, 2, 3}, where
α and β are the correlation coefficients, and σ2

e denotes
the variance of the CSI errors. The available channel
estimates Ĥm,k and Ĝk,m are generated according to
Ĥm,k ∼ CN (0NR,m×NS,k

, ((1−σ2
e)/σ

2
e)ΣΣΣHm,k

⊗ΨΨΨT
Hm,k

) and

Ĝk,m ∼ CN (0ND,k ×NR,m
, ((1 − σ2

e) / σ
2
e)ΣΣΣGk,m

⊗ΨΨΨT
Gk,m

),
respectively, such that the entries of the true channel matrices
have unit variances. We compare the robust transceiver
design proposed in Algorithm 1 to the 1) nonrobust design,
which differs from the robust design in that it assumes
ΣΣΣHm,k

=ΣΣΣGk,m
=0 and ΨΨΨHm,k

=ΨΨΨGk,m
=0, i.e., it neglects

the effects of the CSI errors; 2) perfect CSI case, where the
true channel matrices Hm,k and Gk,m are used instead of the
estimates Ĥm,k and Ĝk,m in Algorithm 1 and where there
are no CSI errors, i.e., we have ΣΣΣHm,k

= ΣΣΣGk,m
= 0 and

ΨΨΨHm,k
= ΨΨΨGk,m

= 0. The curves labeled “optimal MSE”
correspond to the value of the objective function in (17a) after
optimization by Algorithm 1. In all the simulation figures, the
MSEs of the different approaches are calculated by averaging
the squared error between the transmitted and estimated
experimental data symbols over 1000 independent CSI error
realizations and 10 000 QPSK symbols for each realization.

As a prelude to the presentation of our main simulation re-
sults in the following, the convergence behavior of Algorithm 1
is presented for different CSI error variances, It can be observed
in Fig. 2 that in all cases, the proposed algorithm can converge
within a reasonable number of iterations, Therefore, in our ex-
perimental work, we set the number of iterations to a fixed value
of 5, and the resultant performance gains will be discussed in
the following.

Fig. 3. MSE performance of different design approaches versus SNR.
(a) Maximum per-stream MSE. (b) Sum MSE (SNRR,m = SNRD,k = SNR,
α = β = 0.5).

1) Experiment A.1 (MSE Performance): In Fig. 3(a), the
maximum per-stream MSE among all the data streams is shown
as a function of the SNR for different values of CSI error vari-
ance. It is observed that the proposed robust design approach
achieves better resilience against the CSI errors than the non-
robust design approach. The performance gains become more
evident in the medium-to-high SNR range. For the nonrobust
design, degradations are observed because the MSE obtained
at high SNRs is dominated by the interference, rather than by
the noise. Therefore, the relays are confined to relatively low
transmit power in order to control the interference. This, in turn,
leads to performance degradation imposed by the CSI errors. In
contrast, the proposed robust design is capable of compensating
for the extra interference imposed by the CSI errors, thereby
demonstrating its superiority over its nonrobust counterpart.
Furthermore, we observe that the “Optimal MSE” and our
simulation results tally well, which justifies the approximations
invoked in calculating the per-stream MSE in (13). In addition
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Fig. 4. Per-stream MSE performance with the optimized codebook based on
the GLA-VQ. (B = 8 corresponds to σ2

e = 0.334, and B = 12 corresponds to
σ2
e = 0.175.)

to the per-stream performance, the overall system performance4

quantified in terms of the sum MSE of different approaches
is examined in Fig. 3(b), where a similar trend to that of
Fig. 3(a) can be observed.

The MSE performance associated with a limited number
of feedback bits is also studied. To this end, we assume that
each user is equipped with a codebook that is optimized using
the generalized Lloyd algorithm of vector quantization (GLA-
VQ) [38]. Each user then quantizes the channel vector, and
the corresponding codebook index is fed back to the central
processing unit. The results presented in Fig. 4 show that the
proposed algorithm significantly outperformed the nonrobust
one for the different number of quantization bits considered.

2) Experiment A.2 (Data Stream Fairness): Next, we exam-
ine the accuracy of the proposed robust design in providing
weighted fairness for the different data streams. To this end,
we set the weights for the different data streams to be κ1,1 =
κ2,1 = 1/3 and κ1,2 : κ2,2 = 1/6. Fig. 5 shows the MSE of
each data stream for different values of the error variance.
Comparing the two methods, the robust design approach results
in significantly better weighted fairness than the nonrobust one.
In particular, the MSEs obtained are strictly inversely propor-
tional to the predefined weights. This feature is particularly
desirable for multimedia communications, where the streams
corresponding to different service types may have different
priorities.

3) Experiment A.3 (Effects of Channel Correlation): The
effects of channel correlations on the MSE performance of
the different approaches are investigated in Fig. 6. It can be
observed that the performance of all the approaches is degraded
as the correlation factor α increases. While the robust design

4Note that the objective of portraying the sum MSE performance is to
validate whether the proposed robust design approach can also achieve a perfor-
mance gain over the nonrobust approach in terms of its overall performance. In
fact, the sum MSE performance can be optimized by solving a design problem
with the sum MSE being the objective function.

Fig. 5. Comparison of the per-stream MSEs of the robust and nonrobust design
approaches (SNRR,m = SNRD,k = 15 dB, and α = β = 0.5).

Fig. 6. MSE performance of different design approaches versus correlation
factor of the source–relay channels. (a) Per-stream MSE. (b) Sum MSE
(SNRR,m = SNRD,k = 10 dB, and β = 0.45).
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Fig. 7. MSE performance of different design approaches versus SNR.
(a) Worst-case per-stream MSE. (b) Worst-case sum MSE.

shows consistent performance gains over its nonrobust one as-
sociated with different α and σ2

e , the discrepancies between the
two approaches tend to become less significant with an increase
in α. This is because the achievable spatial multiplexing gain is
reduced by a higher channel correlation; therefore, the robust
design can only attain a limited performance improvement in
the presence of high channel correlations.

B. Performance Evaluation Under Norm-Bounded CSI Errors

Here, we evaluate the performance of the proposed worst
case design approach in Section V for the min–max problem
under norm-bounded CSI errors. Similar to that given earlier,
we compare the proposed robust design approach both to the
nonrobust approach and to the perfect CSI scenario. We note
that the power of each relay is a function of ΔHm. According
to the worst-case robust design philosophy, the maximum relay
transmit power has to be bounded by the power budget, whereas
the average relay transmit power may become significantly

Fig. 8. Maximum relay transmit power versus QoS targets with different
uncertainty sizes of the CSI errors.

lower than that of the nonrobust design. To facilitate a fair
comparison of the different approaches, we therefore assume
the absence of CSI errors for the S−R links, i.e., we have
ΔHm,k = 0. For the R−D links, we consider the uncertainty
regions with equal radius, i.e., we have ξk,m = r ∀k ∈ K,m ∈
M. To determine the worst-case per-stream MSE, we generate
5000 independent realizations of the CSI errors. For each re-
alization, we evaluate the maximum per-stream MSE averaged
over 1000 QPSK symbols and random Gaussian noise. Then,
the worst-case per-stream MSE is obtained by selecting the
largest one among all the realizations.

1) Experiment B.1 (MSE Performance): The worst-case per-
stream MSE and the worst-case sum MSE are reported in
Fig. 7 as a function of the SNR. Three sizes of the uncertainty
region are considered, i.e., r = 0.05, r = 0.1, and r = 0.15.
Focusing on the first case, it can be seen that the performance
achieved by our robust design approach first monotonically
decreases as the SNR increases and then subsequently remains
approximately constant at high-SNR values. This is primarily
because, at low SNR, the main source of error in the estimation
of the data streams is the channel noise. At high SNR, the
channel noise is no longer a concern, and the MSE is dominated
by the CSI errors. Observe also in Fig. 7 that for r = 0.1
and r = 0.15, the MSE is clearly higher, although it presents
a similar trend to the case of r = 0.5. The performance gain
achieved by the robust design also becomes more noticeable
for these larger sizes of the uncertainty regions.

2) Experiment B.2 (Relay Power Consumption): Next, we
investigate the performance of the approach proposed in
Section VI for the QoS problem under the norm-bounded CSI
errors. The maximum per-relay transmit power is plotted in
Fig. 8 as a function of the QoS target γ for different sizes of
uncertainty regions. As expected, it can be observed that the
relay power for all cases decreases as the QoS target is relaxed.
An important observation from this figure is that, when the size
of uncertainty region is large, the required relay transmit power
becomes significantly higher than the perfect CSI case. From an
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Fig. 9. CDFs of per-stream MSEs using the robust and nonrobust approaches
for SNR = 5 dB.

energy-efficient design perspective, this is not desirable, which
motivates the consideration of the min–max design in such
applications.

3) Experiment B.3 (CDF of Per-Stream MSE): Finally, we
evaluate how consistently the QoS constraints of all the data
streams can be satisfied by the proposed design approach for
the QoS problem. In this experiment, the CSI errors of both the
S−R and R−D links are taken into consideration and generated
according to the i.i.d. zero-mean complex Gaussian distribution
with a variance of σ2

e = 0.001. Then, the probability that the
CSI errors are bounded by the predefined radius r can be
formulated as [9, Sec. IV-C]

Pr
{
‖hm,k‖2 ≤ r2

}
= Pr

{
‖gk,m‖2 ≤ r2

}
=

1

Γ
(

N2

2

)γ(N2

2
,
r2

σ2
e

)
(61)

where Γ(·) and γ(·, ·), respectively, denote the complete and
lower incomplete Gamma functions. Given the required bound-
ing probability of, e.g., 90% in the simulation, the radius r
can be numerically determined from (61). Fig. 9 shows the
cumulative distribution functions (cdfs) of the MSE of each
data stream using both the robust and nonrobust design meth-
ods. As expected, the proposed robust method ensures that
the MSE of each data stream never exceeds the QoS target
shown as the vertical black solid line in Fig. 9. By contrast,
for the nonrobust design, the MSE frequently violates the QoS
target, namely for more than 60% of the realizations. Based on
these observations, we conclude that the proposed robust design
approach outperforms its nonrobust counterpart in satisfying
the QoS constraints for all the data streams.

VII. CONCLUSION

Jointly optimized source TPCs, AF relay matrices, and re-
ceive filters were designed by considering two different types

of objective functions with specific QoS consideration in the
presence of CSI errors in both the S−R and R−D links. To
this end, a pair of practical CSI error models, namely, the
statistical and the norm-bounded models were considered. Ac-
cordingly, the robust transceiver design approach was formu-
lated to minimize the maximum per-stream MSE subject to
the source and relay power constraints (min–max problem).
To solve the nonconvex optimization problems formulated, an
iterative solution based on the block coordinate update algo-
rithm was proposed, which involves a sequence of convex conic
optimization problems. The proposed algorithm generated a
convergent sequence of objective function values. The problem
of relay power minimization subject to specific QoS constraints
and to source power constraints was also studied. An efficient
feasibility search algorithm was proposed by studying the link
between the feasibility check and the min–max problems. Our
simulation results demonstrate a significant enhancement in
the performance of the proposed robust approaches over the
conventional nonrobust approaches.

APPENDIX A
TRANSFORMATION OF (34) INTO A STANDARD

SECOND-ORDER CONE PROGRAMMING

By exploiting the separable structure of (34) and the proper-
ties of quadratic terms, the problem can be recast as

min
t,{fk},

{λλλk,l},{θθθm}

t (62a)

s.t.

∥∥∥∥(Ak,l
1,q

)1/2
fq

∥∥∥∥ ≤ λk,l
q

∀q, k ∈ K, q 	= k, l ∈ Dk (62b)∥∥∥∥(Ak,l
1,k

)1/2
fk −

(
Ak,l

1,k

)−1/2

ak,l2

∥∥∥∥ ≤ λk,l
k

∀k ∈ K, l ∈ Dk (62c)∥∥λλλk,l
∥∥2−(ak,l2

)H(
Ak,l

1,k

)−1

ak,l2 + ak,l3 ≤ t

κk,l

∀k ∈ K, l ∈ Dk (62d)∥∥∥(Am
4,k

)1/2
fk

∥∥∥ ≤ θmk ∀k ∈ K,m ∈ M (62e)

‖θθθm‖ ≤ √
ηR,m ∀m ∈ M (62f)

‖fk‖ ≤
√
Pmax
S,k ∀k ∈ K (62g)

where λλλk,l = [λk,l
1 , . . . , λk,l

K ]T , θθθm = [θm1 , . . . , θmK ]T , and t are
auxiliary variables. The main difficulty in solving this problem
is with (62d), which is a so-called hyperbolic constraint [32],
whereas the remaining constraints are already in the form
of SOC.

To tackle (62d), we observe that, for any x and y, z ≤ 0, the
following equation holds:

‖x‖2 ≤ yz ⇐⇒
∥∥∥∥
[

2x
y − z

]∥∥∥∥ ≤ y + z. (63)
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We can apply (63) to transform (62d) into∥∥∥∥∥
[

2λλλk,l

t
κk,l

+
(
ak,l2

)H (
Ak,l

1,k

)−1

ak,l2 − ak,l3 − 1

]∥∥∥∥∥
≤ t

κk,l
+
(
ak,l2

)H (
Ak,l

1,k

)−1

ak,l2 − ak,l3 + 1. (64)

Therefore, substituting (62d) by (64), we can see that (62) is in
the form of a standard SOCP.

APPENDIX B
PROOF OF PROPOSITION 1

First, we define TTT k � [TTT k,1, . . . ,TTT k,K ] and GGGk �
[σR,1 GGGk,1, . . . , σR,M GGGk,M ]. We exploit the fact that, for any
vectors {ak}Nk=1, the following identity holds:

N∑
k=1

‖ak‖2 =
∥∥[aT1 , . . . , aTN ]∥∥2 . (65)

The per-stream MSE (13) can be subsequently expressed as

εk,l =

∥∥∥∥∥uH
k,lTTT k+

M∑
m=1

uH
k,lΔGk,m [WWWm,1F1, . . . ,WWWm,KFK ]

+

K∑
q=1

M∑
m=1

[
01×

∑q
t=1 dt

,uH
k,lGGGk,m

× ΔHm,qFq,01×
∑K

q+1 dt

]∥∥∥∥∥
2

+

∥∥∥∥∥
M∑

m=1

[
01×

∑m−1
p=1 NR,p

,uH
k,lΔGk,mWm,

01×
∑

M
p=m+1NR,p

]
uH
k,lGGGk

∥∥∥∥∥
2

+ σ2
D,k‖uH

k,l. (66)

Upon applying the identity vecT (ABC) = vec(B)T (C⊗
AT ) to (66), we arrive at

εk,l =

∥∥∥∥∥uH
k,lTTT k − eTk,l +

M∑
m=1

gT
k,mCk,l

1,m +
∑
m,q

hT
m,qD

k,l
m,q

∥∥∥∥∥
2

+

∥∥∥∥∥uH
k,lGGGk +

M∑
m=1

gT
k,mCk,l

2,m

∥∥∥∥∥
2

+
∥∥σD,ku

H
k,l

∥∥2 (67)

wherehm,k�vec(ΔHm,k)andgk,m�vec(ΔGk,m)denote the
vectorized CSI errors, ek,l� [01×

∑k−1
t=1 dt

, eTk,l,01×
∑

K
t=k+1dt

]T ,
and the following matrices have also been introduced:

Ck,l
1,m �

[
(WWWm,1F1)⊗ u∗

k,l, . . . , (WWWm,KFK)⊗ u∗
k,l

]
(68)

Ck,l
2,m �

[
0ND,kNR,m×

∑m−1
p=1 NR,p

,Wm ⊗ u∗
k,l

0ND,kNR,m×
∑

M
p=m+1 NR,p

]
(69)

Dk,l
m,q �

[
0NS,qNR,m×

∑q−1
t=1 dt

,Fq ⊗
(
GGGT
k,mu∗

k,l

)
0NS,qNR,m×

∑K
t=q+1 dt

]
. (70)

Again, by exploiting the property in (65), we can write (67) in
a more compact form as follows:

εk,l =

∥∥∥∥∥ [uH
k,lTTT k − ek,l,u

H
k,lGGGk, σD,ku

H
k,l

]︸ ︷︷ ︸
θθθk,l

+

M∑
m=1

gT
k,m

[
Ck,l

1,m,Ck,l
2,m,0ND,kNR,m×ND,k

]︸ ︷︷ ︸
ΘΘΘk,l

m

+

M∑
m=1

K∑
q=1

hT
m,q

[
Dk,l

m,q,0NR,mNS,q×NR+ND,k

]︸ ︷︷ ︸
ΦΦΦk,l

m,q
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2

.

(71)

Substituting (71) into (43b), we can express (43b) as(
θθθk,l +

M∑
m=1

gT
k,mΘΘΘ

k,l
m +

M∑
m=1

K∑
q=1

hT
m,qΦΦΦ

k,l
m,q

)

×
(
θθθk,l +

M∑
m=1

gT
k,mΘΘΘk,l

m +
M∑

m=1

K∑
q=1

hT
m,qΦΦΦ

k,l
m,q

)H

≤ t

(72)

where the uncertain blocks hm,k and gk,m should satisfy
‖hm,k‖S = ‖hm,k‖ ≤ ξm,k and ‖gk,m‖S = ‖gk,m‖ ≤ ηk,m,
respectively. Through a direct application of Lemma 1, (72) can
readily be recast as (46) where the nonnegativity of τττGk,l and τττHk,l
has been implicitly included in the positive semi-definite nature
of Qk,l.
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