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Abstract—This paper addresses the design of a multiuser re-
laying subnetwork within a cloud radio access network (C-RAN)
from an energy-efficient perspective. In the relaying subnetwork,
multiple source–destination pairs communicate with the assistance
of multiple remote radio heads (RRHs) connected to the baseband
unit pool. Exploiting the flexible centralized processing structure of
C-RAN, where RRHs can be adaptively activated/deactivated, we
formulate the problem as a quality-of-service (QoS) based network
energy minimization problem via joint RRH selection and relay-
ing matrix optimization. Since the resultant optimization problem
is nonconvex and mathematically challenging, we propose an it-
erative solution based on the concept of the re-weighted l1 norm,
along with a block-coordinate descent type algorithm. The active
RRHs are then determined in a single attempt by thresholding a
group sparsity pattern associated with the set of all RRH relay-
ing matrices. To circumvent a potentially undesirable condition,
where the selected subset of RRHs fails to simultaneously satisfy
all the destination users’ QoS levels, we conceive a UE admission
control mechanism for overcoming the associated infeasibility prob-
lem. Our simulation results demonstrate the explicit benefits of the
proposed design approach, which results in a significantly lower
energy consumption of the relaying subnetwork than conventional
cooperative relaying.

Index Terms—Cloud radio access network (C-RAN), energy
efficiency, multiantenna, multiuser, nonconvex optimization,
quality-of-service (QoS), relaying, remote radio head (RRH).

I. INTRODUCTION

THE proliferation of smart wireless devices, along with an
increasing user demand for high data-rate applications,

impose significant challenges on the design of future cellular
networks. To address these issues, the ultra-dense deployment
of access points (APs) for creating small cell networks has been
recognized as an effective potential solution to complement the
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traditional radio access network (RAN) architecture, along the
evolutionary path towards fifth-generation (5G) networks [1].
Due to its high area spectral efficiency associated with an ag-
gressive near-unity frequency reuse factor, inter-cell interfer-
ence coordination relying on joint signal processing is consid-
ered a key enabling technique for these networks [2]. To enable
the low-cost implementation of these sophisticated schemes, a
novel centralized RAN architecture, namely the cloud radio ac-
cess network (C-RAN) concept, has been proposed as a potential
solution for 5G networks [3], [4].

In a typical C-RAN, the distributed APs of each cell, also
termed as the remote radio heads (RRHs), are connected to
a cloud-based centralized data processing center, termed as
the baseband unit (BBU) pool, via high-bandwidth low-latency
fronthaul links. In contrast to the conventional macro-cell base
stations, the RRHs are only equipped with multi-antenna-aided
radio frequency (RF) front-end circuitry and analog-to-digital
(A/D) converters, while all baseband digital processing func-
tionalities have been shifted to the BBU pool. Upon collecting
the channel state information (CSI) and user traffic data across
different cells, the BBU pool becomes capable of performing
joint beamforming for inter-cell interference coordination. As
compared to the traditional RAN, the low assembly and mainte-
nance costs associated with the RRHs may lead to a significant
reduction of the capital and operating expenditures, which is
one of the ultimate goals of 5G networks. Despite the afore-
mentioned benefits of C-RAN, this new architecture also raises
issues from an energy efficiency perspective. Due to the large
number of RRHs involved in interference coordination and sig-
nal transmission, the associated energy consumption across the
network is considerably increased, which naturally translates
into both higher operating overhead costs and detrimental envi-
ronmental impacts. Hence, the financial incentive of using low-
cost RRHs could easily be offset by these factors. It is therefore
of paramount importance to take into account the energy ef-
ficiency in the study of C-RAN and to develop “green” RRH
low-energy transmit solutions for environmental sustainability.

As compared to the conventional cellular network design, the
C-RAN benefits from its flexible centralized processing struc-
ture and allows the RRHs to be adaptively switched on or off
according to the temporal and spatial data traffic pattern of
cellular users. Inspired by this fact, a so-called group sparse
beamforming framework has been proposed for network energy
minimization in a C-RAN downlink (DL) multicast scenario
[5]. Capitalizing on the compressive sensing theory, a so-called
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group sparsity pattern is associated with the set of beamforming
vectors across all the RRHs and used for obtaining a sparse solu-
tion, where only a subset of the RRHs are activated at any instant.
The effect of imperfect CSI has been considered in [6] under
the same network setup and a robust version of the group sparse
beamforming solution has also been proposed with the aid of
semidefinite relaxation. The joint DL and uplink (UL) energy
minimization problem for C-RAN has been studied in [7], where
the UL receive beamforming problem is equivalently translated
into a virtual DL problem by invoking the well-established UL-
DL duality theory. In [8], sparse beamforming has been also ap-
plied in solving the network utility maximization problem under
the nonlinear constraint posed by finite-capacity fronthaul links.
Large-scale optimization methods for various signal processing
problems in C-RAN are also summarized in [9]. Whilst most
of the prior contributions focus on coordinated beamforming in
both DL and UL C-RAN setups, the exploitation of RRHs as
relays for further improving the network capacity and coverage
has remained hitherto largely undisclosed (see, e.g., [10], [11]
and references therein for a comprehensive review of system
optimization for conventional relaying networks).

Against this background, we investigate the minimization of
energy consumption of a multi-user relaying sub-network op-
erating within a C-RAN cluster. Specifically, we consider a
sub-network, where multiple source and destination pairs (also
termed user equipment (UE) in LTE) communicate with each
others by relying on the assistance of multiple cooperative RRHs
connected to the BBU pool. Taking into account both the static
(fixed circuitry) and dynamic (RF transmission) components
of the RRHs power [12], a joint RRH selection as well as
amplify-and-forward (AF) matrix design problem is formulated,
whereby the total power consumption is minimized over the re-
laying sub-network while maintaining a predefined QoS level at
each destination UE. To solve the resultant non-convex problem
and to arrive at a sparse solution, an iterative approach relying
on the concepts of re-weighted l1 norm minimization [13] along
with a block coordinate descent (BCD)-type update [14] is pro-
posed. Following this optimization, the subset of active RRHs
selected for relaying the transmission is determined in a single
instance by thresholding the recovered group sparsity pattern
vector. In addition, to overcome a potentially undesired sce-
nario, where the sub-network fails to simultaneously satisfy all
the destination UEs’ QoS levels with the aid of only the selected
subset of RRHs, we propose an iterative user admission control
scheme. Explicitly, in this proposed scheme, specific destination
UEs exhibiting a high “infeasibility indicator” will be excluded
from the optimization procedure by the network for the sake
of maintaining the QoS of all the other users. The quantitative
benefits of the proposed joint design algorithm and admission
control scheme are demonstrated by computer simulations.

The remainder of the paper is organized as follows.
The relaying system model of the C-RAN is introduced in
Section II. In Section III, we formulate and solve the net-
work energy minimization problem. Furthermore, an iterative
UE admission control mechanism is proposed for overcoming
the potential infeasibility issue as mentioned above. Our simula-

tion results quantifying the benefits of the proposed algorithms
are provided in Section IV. Finally, the paper is concluded in
Section V.

II. SYSTEM MODEL

Consider a multi-user relaying sub-network within a C-RAN,
consisting of L multi-antenna RRHs and K pairs of single-
antenna source UEs (SUEs) and destination UEs (DUEs), as
depicted in Fig. 1(a). The L RRHs work collaboratively under
the C-RAN umbrella, relaying the messages of the SUEs to their
corresponding DUEs. It is assumed that each SUE only commu-
nicates with its paired DUE. The RRHs and SUE–DUE pairs are
indexed by the sets L � {1, 2, · · · , L} and K � {1, 2, · · · ,K},
respectively. For each l ∈ L, RRH-l is equipped with Nl anten-
nas and operates in a half-duplex AF mode. It is assumed that
no direct links are available between the SUEs and DUEs due
to a high pathloss.

We consider a narrowband flat-fading channel model,
where hl,k ∈ CNl ×1 specifies the channel between SUE-k and
RRH-l, while gk,m ∈ CNl ×1 denotes the Hermitian transpose
of the channel between RRH-l and DUE-k. Let sk denote the
information symbol transmitted by SUE-k at a specific time in-
stance, which is modeled as a zero-mean unit-variance complex
random variable. During the first transmission phase, RRH-l
receives the following signal:

rl =
K∑

k=1

hl,k sk + nR ,l , l ∈ L (1)

where nR ,l(n) denotes the spatially white, additive noise vec-
tor at RRH-l with zero mean and covariance matrix σ2

R ,lINl
.

During the second phase, for each l ∈ L, RRH-l applies a lin-
ear transformation matrix Wl ∈ CNl ×Nl to rl and forwards the
resultant signal to all DUEs. The signal received by DUE-k can
be expressed as

yk =
L∑

l=1

gH
k,lWlrl + nD,k

=
L∑

l=1

gH
k,lWlhl,k sk

︸ ︷︷ ︸
Desired Signal

+
L∑

l=1

K∑

m=1,
m �=k

gH
k,lWlhl,m sm

︸ ︷︷ ︸
Multi-User Interference

+
L∑

l=1

gH
k,lWlnR ,l + nD,k

︸ ︷︷ ︸
Noise Terms

, k ∈ K (2)

where nD,k denotes the additive white noise at DUE-k with zero
mean and a variance of σ2

D,k . The above expression indicates
that the signal received at each DUE is a superposition of the de-
sired signal component, the multi-user interference (co-channel
interference) arriving from the other SUEs as well as the noise
contributions from the RRHs and theDUE. This general interfer-
ence scenario, which is illustrated in Fig. 1(b), is often referred
to as the relay-aided interference channel in the literature of
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Fig. 1. Multi-user multi-relay sub-network within a C-RAN and illustration of the interference scenario within the sub-network. (a) Multi-user relaying
sub-network within a C-RAN. (b) Interference scenario (L′ denotes the number of active RRHs).

relaying optimization [15]–[19] and of interference alignment
[20], [21].

We rely on the mean-square error (MSE) as the QoS met-
ric for the received signal of each DUE. After DUE-k applies
an equalizer gain uk to its received signal yk , resulting in the
soft estimate ŝ, i.e., ŝk = u∗

kyk , the MSE at DUE-k can be
expressed as

MSEk (uk , {Wl}) = E
{|u∗

kyk − sk |2
}

=
K∑

q=1

∣∣∣
L∑

l=1

gH
k,lWlhl,q

∣∣∣
2
|uk |2 −

L∑

l=1

2�{u∗
kg

H
k,lWlhl,k

}

+
L∑

l=1

σ2
R ,l‖gH

k,lWl‖2
2|uk |2 + σ2

D,k |uk |2 + 1. (3)

The transmission power required for AF relaying at RRH-l is
given by

Pt,l = Tr
(
WH

l

(
σ2

R ,lINl
+

K∑

k=1

hl,khH
l,k

)
Wl

)
. (4)

In addition to the transmission power, we also consider the
static power consumption associated with each RRH, including
that of the RF circuitry, A/D converion and optical fronthaul.
This power, which is non-negligible, can be saved when the
associated RRH is switched off [5]–[7]. Denoting the static
power level of RRH-l by Pc,l , the total relaying sub-network
power consumption is given by

P =
L∑

l=1

I (‖Wl‖2
F

)
Pc,l +

L∑

l=1

Pt,l , (5)

whereI(·) denotes the indicator function, i.e.,I(x) = 1 if x �= 0
and I(x) = 0, otherwise. Based on (3) and (5), we then formu-
late the energy minimization problem with QoS constraints in
the next section.

Fig. 2. Overall flow of the proposed algorithm.

III. ENERGY MINIMIZATION DESIGN AND UE
ADMISSION CONTROL

In this section, we first develop an energy-efficient multi-user
relaying solution for C-RAN by jointly optimizing the relay
AF matrices {Wl} at all RRHs and performing RRH selection.
To circumvent the undesirable condition where the DUEs’ QoS
levels cannot all be simultaneously satisfied by the selected
subset of RRHs, we will also propose a UE admission control
mechanism for overcoming the associated infeasibility problem.
The overall flow of the proposed solution is depicted in Fig. 2,
which consists of the following main steps:

A) Optimize the AF relaying matrices across all RRHs by
introducing a sparsity-inducing l1-norm.

B) Perform RRH selection by exploiting the group sparsity
pattern obtained from the first step.

C) If the above-mentioned infeasibility problem is observed,
involve the UE admission control algorithm.

A. Iterative Algorithm

We first aim for minimizing the total energy consumption of
the relaying sub-network by simultaneously designing the AF
matrices {Wl} for all the RRHs and the equalizer gains {uk} for
all the DUEs, while still maintaining a predefined QoS level at
each DUE. To connect this problem to the vast body of literature
on sparse signal recovery [22], we express the indicator function
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I(·) in (5) in terms of the l0-norm ‖ · ‖0. The design problem
can then be mathematically expressed as1

min
u,{W l }

L∑

l=1

∥∥‖Wl‖2
F

∥∥
0Pc,l +

L∑

l=1

Pt,l + ‖u‖2
2 (6a)

s.t. MSEk (uk , {Wl}) ≤ γk ∀k ∈ K (6b)

Pt,l ≤ Pl,max ∀l ∈ L (6c)

where γk denotes the predefined target MSE of DUE-k and
u = [u1, · · · , uK ]T .

To overcome the non-convexity issues of (6a) due to the l0-
norm, we follow a similar approach as in [13] and use the
so-called re-weighted l1-norm minimization for approximat-
ing the non-convex l0-norm. Specifically, this approach yields∥∥‖Wl‖2

F

∥∥
0 ≈ μ

‖W (n −1)
l ‖2

F +ε
‖Wl‖2

F , where W(n−1)
l denotes the

value of Wl from a previous iteration (with index n − 1), μ is
a positive constant (to be specified later) and ε > 0 is a small
positive constant ensuring numerical stability. Using the latter
approximation, (6) can be reformulated as:

min
u,{W l }

L∑

l=1

μ

‖W(n−1)
l ‖2

F + ε
‖Wl‖2

F Pc,l +
L∑

l=1

Pt,l + ‖u‖2
2

(7a)

s.t. MSEk (uk , {Wl}) ≤ γk ∀k ∈ K (7b)

Pt,l ≤ Pl,max ∀l ∈ L. (7c)

However, after this approximation, the above problem still
remains non-convex due to the fact that the variables {uk} and
{Wl} are nonlinearly coupled in the QoS constraints (7b). Then,
a further inspection of the MSE expression (3) reveals that it has
a so-called bi-convex structure, i.e., it is convex with respect to
one block of variables when the other is fixed. Based on this
property, we can solve the problem by employing the BCD-type
algorithm of [23], which makes it possible to update the two
blocks of variables one at a time while fixing the values of the
other. In this way, (7) can be solved iteratively with respect to
u and {Wl} in Gauss-Seidel fashion. Below, we formulate the
two sub-problems and derive their corresponding solutions.

1) Updating u: With fixed AF relaying matrices {Wl}, the
sub-problem solution of finding the optimal uopt can be ex-
pressed as

min
u

‖u‖2
2 (8a)

s.t. MSEk (uk ) ≤ γk ∀k ∈ K. (8b)

1The addition of the term ‖u‖2
2 in the objective function (6a) makes the

latter strongly convex in u. This modification does not affect the feasibility
of the problem, i.e., the feasible set F = {(u, {W l}) : (6b), (6c)} remains
unchanged. More importantly, the strong convexity of (6a) is useful in ensuring
the convergence of the algorithm derived subsequently.

Noting the separable structure of the above problem with
respect to u1, · · · , uK , it can be further decomposed into K
parallel sub-problems given by

min
uk

|uk |2 (9a)

s.t.
K∑

q=1

∣∣∣
L∑

l=1

gH
k,lWlhl,q

∣∣∣
2
|uk |2 −

L∑

l=1

2�{u∗
kg

H
k,lWlhl,k

}

+
L∑

l=1

σ2
R ,l‖gH

k,lWl‖2
2|uk |2 + σ2

D,k |uk |2 + 1 ≤ γk .

(9b)

Below we show that the optimal solution uopt
k of (9) in fact

can be obtained as a scaled version of the MMSE filter uMMSE
k .

Observe that (9) is a strictly convex quadratic problem, which is
also strictly feasible, i.e., Slater’s constraint qualification holds
[24]. Therefore, there exists a unique globally optimal solution
of (9), which can be obtained by evaluating the Karush-Kuhn-
Tucker (KKT) conditions of (9), which are sufficient condi-
tions in this case. First, the Lagrangian function of (9) can be
written as

L(uk , μk )

= |uk |2 + μk

( K∑

q=1

∣∣∣
L∑

l=1

gH
k,lWlhl,q

∣∣∣
2
|uk |2

−
L∑

l=1

2�{u∗
kg

H
k,lWlhl,k

}

+
L∑

l=1

σ2
R ,l‖gH

k,lWl‖2
2|uk |2

+ σ2
D,k |uk |2 + 1 − γk

)
(10)

where μk ≥ 0 denotes the dual variable associated with (9b).
The first-order KKT condition can then be formulated as

∂L(uk , μk )
∂u∗

k

= uk

(
μk

K∑

q=1

∣∣∣
L∑

l=1

gH
k,lWlhl,q

∣∣∣
2
+ μk

L∑

l=1

σ2
R ,l‖gH

k,lWl‖2
2

+ μkσ2
D,k + 1

)
− μk

L∑

l=1

gH
k,lWlhl,k = 0. (11)

Re-arranging the above, we obtain uopt
k (12), shown bottom of

the page.
Meanwhile, the MMSE filter can be obtained by setting

the partial derivative of MSEk (uk ) in (3) to zero, yielding

uopt
k =

μk

∑L
l=1 gH

k,lWlhl,k

μk

(∑K
q=1

∣∣∣
∑L

l=1 gH
k,lWlhl,q

∣∣∣
2
+
∑L

l=1 σ2
R ,l‖gH

k,lWl‖2
2 + σ2

D,k

)
+ 1

. (12)
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Fig. 3. How to obtain the optimal u∗
k from the MMSE solution uMMSE

k .

∂MSEk (uk )
∂u∗

k
= 0, whose solution is

uMMSE
k =

∑L
l=1 gH

k,lWlhl,k

∑K
q=1

∣∣∣
∑L

l=1 gH
k,lWlhl,q

∣∣∣
2
+
∑L

l=1 σ2
R ,l‖gH

k,lWl‖2
2 + σ2

D,k

.

(13)

Upon dividing (13) by (12), we obtain

uMMSE
k

uopt
k

=
C + 1

μk

C (14)

whereC =
∑K

q=1

∣∣∣
∑L

l=1 gH
k,lWlhl,q

∣∣∣
2
+
∑L

l=1 σ2
R ,l‖gH

k,lWl‖2
2

+ σ2
D,k is a positive constant given fixed {Wl}. Upon defining

κk = 1 + 1
Cμk

> 1, we now recognize that uopt
k can be found by

scaling down the MMSE filter uMMSE
k by κk as follows:

uopt
k =

uMMSE
k

κk

=
1
κk

×
∑L

l=1 gH
k,lWlhl,k

∑K
q=1

∣∣∣
∑L

l=1 gH
k,lWlhl,q

∣∣∣
2
+
∑L

l=1 σ2
R ,l‖gH

k,lWl‖2
2 + σ2

D,k

.

(15)

To gain more insights into the computation of uopt
k , we il-

lustrate the relationship between uopt
k and the MMSE filter

uMMSE
k in Fig. 3, where for simplicity, we assume that uk is

real-valued. Since MSEk (uk ) is a quadratic function in uk ,
we can first compute the global minimum, i.e., the MMSE
solution uMMSE

k , and then simply scaling it down by a factor
κk while still satisfying the MSE constraint (8b), i.e., letting
MSEk (uk ) = γk .

2) Updating {Wl}: We then proceed to solve the sub-
problem for {Wl} when u is fixed. To this end, we define the
concatenated weight vectors wl � vec(Wl) for all l, as well
as the following matrices and vectors, which are independent of

{wl}:

Qk
l,m =

K∑

q=1

(
h∗

l,q uku∗
kh

T
l,q ⊗ gq ,lgH

q,l

)
(16)

ΨΨΨl = σ2
R ,lIN 2

l
+ INl

⊗
K∑

k=1

hl,khH
l,k (17)

ΘΘΘk,l = σ2
R ,1I ⊗ (gk,1uku∗

kg
H
k,1) (18)

qk,l = h∗
l,k ⊗ gk,l . (19)

Then, by exploiting the useful properties of the Kronecker prod-
uct, i.e., Tr

(
AH BCDH

)
= vec (A)H (DT ⊗ B

)
vec (C),

Tr
(
AH BA

)
=vec (A)H (I ⊗ B)vec (A) and Tr

(
AH B

)
=

vec (B)H vec (A), we arrive at the following convex quadrat-
ically constrained quadratic problem (QCQP):

min
w

L∑

l=1

μ

‖w(n−1)
l ‖2

2 + ε
‖wl‖2

2Pc,l +
L∑

l=1

wH
l ΨΨΨlwl (20a)

s.t.
L∑

l=1

L∑

m=1

wH
l Qk

l,mwm −
L∑

l=1

2�{wH
l qk,l

}

+
L∑

l=1

wH
l ΘΘΘk,lwl + qk ≤ γk ∀k ∈ K (20b)

wH
l ΨΨΨlwl ≤ Pl,max ∀l ∈ L. (20c)

The class of problems in the above form can be equivalently
transformed into a second-order cone program (SOCP) using
the techniques introduced in [25]. To elaborate further, we first
recast (20b) as

wH Qkw − 2�{wH qk} + wHΘΘΘw + qk − γk ≤ 0, (21)

where qk � [qT
k,1, · · · ,qT

k,L ]T , ΘΘΘ � blkdiag{ΘΘΘ1, · · · ,ΘΘΘL}
and Qk is a block matrix with its (l,m)th blocked given by
Qk

l,m . With the aid of (21), (20) can further be reformulated as

min
w ,t1,t2,t3,t4

L∑

l=1

μPc,l

‖w(n−1)
l ‖2

2 + ε
t1,l +

L∑

l=1

t2,l (22a)

s.t. t2
3,k + t2

4 − qkQ−1
k qk + qk − γk ≤ 0∀k ∈ K

(22b)

t2,l ≤ Pl,max ∀l ∈ L (22c)

‖wl‖2
2 ≤ t1,l ∀l ∈ L (22d)

‖ΨΨΨ1/2
l wl‖2

2 ≤ t2,l ∀l ∈ L (22e)

‖Q1/2w − Q−1/2
k ‖2 ≤ t3,k ∀k ∈ K (22f)

‖ΘΘΘ1/2w‖2 ≤ t4 (22g)

where t1 = [t1,1, · · · , t1,L ]T , t2 = [t2,1, · · · , t2,L ]T , t3 =
[t3,1, · · · , t3,K ]T and t4 are auxiliary variables. It is observed
that the objective function (22a) and the constraint (22c) are
linear while (22f)–(22g) are in the form of second-order cones
(SOCs). The remaining difficulties in solving (22) lie in (22b),
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(22d) and (22e), which are the so-called hyperbolic constraints
[25]. To handle these constraints, we observe that for vector
x ∈ CN and real scalars y, z ≥ 0:

‖x‖2
2 ≤ yz ⇐⇒

∥∥∥∥

[
2x

y − z

]∥∥∥∥
2

≤ y + z. (23)

As a direct application of (23), (22b), (22d), and (22e) can be
respectively reformulated as

∥∥∥∥∥∥∥

⎡

⎢⎣
2t3,k

2t4

γk − qk + qkQ−1
k qk − 1

⎤

⎥⎦

∥∥∥∥∥∥∥
2

≤ γk − qk + qkQ−1
k qk + 1 (24)

∥∥∥∥

[
2wl

t1,l − 1

]∥∥∥∥
2

≤ t1,l + 1 (25)

∥∥∥∥

[
2ΨΨΨ1/2

l wl

t2,l − 1

]∥∥∥∥
2

≤ t2,l + 1. (26)

Substituting the above inequalities back into (22), the latter
becomes a standard SOCP, which can then be efficiently solved
by interior-point methods. To this end, one can rely on state-of-
the-art external software tools, see, e.g. [26].

With the aid of (15) and (22), the resultant iterative algorithm
relying on the BCD and re-weighted l1-norm approximation
can be now summarized as seen in Algorithm 1, where dvec(·)
denotes the matrix-vector reshaping.

Remark 1: The design approach considered for our multi-
user relay network is conceptually similar to that of [5] con-
ceived for multi-cell downlink network, based on the QoS-
constrained network power minimization. However, apart from
the consideration of the different network topologies, the main
difference between [5] and the present paper is the choice of QoS
metric, which inevitably leads to different solution approaches.
In [5], the signal-to-noise-plus-interference (SINR)-based con-
straints are imposed for the sake of guaranteeing a specific QoS
level for each destination user. The SINR constraints can be
equivalently written as an SOC constraint by applying a phase
rotation (see [5, eq. (10)]), and therefore, the sub-problem at
each iteration of the iterative algorithm is a convex SOCP. By
contrast, in this paper, we adopt the MSE (3) as our QoS met-

ric, which is not jointly convex in (u, {W}l). This fundamental
difference subsequently leads to a different iterative algorithm
from that of [5], i.e., the so-called block coordinate re-weighted
l1-norm minimization. Furthermore, in the context of the energy
minimization problem considered, the convergence results of the
conventional BCD algorithm [27]–[32] are not directly applica-
ble to the proposed algorithm. In view of this, as an additional
contribution, we show below the convergence properties of the
newly proposed algorithm by relying on a proposition, which
has only been discovered with the advent of recent advances in
the non-convex optimization theory [23]. �

B. Convergence Behavior

Since the original energy minimization problem of (6) is non-
convex, it is necessary to analyze the convergence properties of
Algorithm 1. Before proceeding further, let us take a closer
look at the problem (6) in order to gain further insights into
the proposed iterative algorithm. Similarly to the compressive
sensing literature [13], we can approximate the l0-norm term of
(6a) by a concave function as follows:

L∑

l=1

∥∥‖Wl‖2
F

∥∥
0Pc,l =

L∑

l=1

∥∥‖wl‖2
2

∥∥
0Pc,l

≈ λd

L∑

l=1

log
(
1 + ‖wl‖2

2ε
−1
)
Pc,l

︸ ︷︷ ︸
F(w )

(27)

where w = [wT
1 , · · · ,wT

L ]T and λd = 1
log(1+ε−1) . Then con-

sider the following problem instead of (6):

min
(w ,u)∈Ω

F′(w,u) � F(w) +
L∑

l=1

wH
l ΨΨΨlwl + uH u (28)

where for notational simplicity, we have Ω = {(w,u) :
(6b), (6c)}. Since F(·) is concave, an efficient technique of
solving (28) is the so-called majorization minimization (MM)
algorithm [33]. The idea behind the MM algorithm is to first find
a convex surrogate function, which majorizes the objective func-
tion and subsequently solves the original problem iteratively via
a sequence of “convexified” sub-problems.

In (28), F(·) is the only non-convex part, whose majorization
function can simply be constructed from its first-order Taylor
series expansion around a solution point w(n−1) obtained from
the previous iteration, i.e.,

F̃(w;w(n−1)) = F(w(n−1))

+ λd

L∑

l=1

‖wl‖2 − ‖w(n−1)
l ‖2

‖w(n−1)
l ‖2 + ε

≥ F(w).

(29)

Then a modified block-type MM algorithm can be obtained
for (28) by solving the following pair of sub-problems in a
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circular manner:

Step 1) w(n) = arg min
w∈Ω(n )

w

F̃ (w;w(n−1)) +
L∑

l=1

wH
l Ψlwl

(30)

Step 2) u(n) = arg min
u∈Ω(n )

u

uH u (31)

where for notational simplicity, we define the projection of
Ω onto each design block at the nth iteration as Ω(n)

w = {w :
(w,u(n−1)) ∈ Ω} and Ω(n)

u = {u : (w(n) ,u) ∈ Ω}. In Step 1),
if we neglect the terms independent of w in F̃(·; ·) and let
λd = μ, we observe that (30) becomes equivalent to the QCQP
of (20). Furthermore, the solution to (31) is given by (15). Now
we recognize that the proposed iteratively re-weighted algo-
rithm in Algorithm 1is essentially the above block-type MM
algorithm, which solves the original optimization problem (6),
however, with the aid of an approximated log-sum objective
function.

Having established the above connection, we are ready to
prove the convergence of Algorithm 1. To begin, let us first
introduce the definition of the Nash point [23].

Definition 1: A point (w̄, ū) is called a Nash point or block
coordinate-wise minimizer of (28), if it satisfies the following
Nash equilibrium conditions of (28):

F′(w̄, ū) ≤ F′(w, ū) ∀w ∈ Ω̄w (32a)

F′(w̄, ū) ≤ F′(w̄,u) ∀u ∈ Ω̄u, (32b)

where Ω̄w � {w : (w, ū) ∈ Ω}, and similarly, Ω̄u � {u :
(w̄,u) ∈ Ω}.

Remark 2: In general, the Nash point of a non-convex opti-
mization problem is a generalization of a stationary point. If the
feasible set Ω is separable, i.e., Ω is a Cartesian product given by
Ω = Ωw × Ωu where Ωw and Ωu are two convex subsets, then
the above Nash equilibrium conditions become equivalent to the
first-order optimality conditions [24], and subsequently (w̄, ū)
becomes a stationary point. In view of this, the Nash equilibrium
conditions are in general weaker than the first-order optimality
conditions. For problem (28), a stationary point must be a Nash
point, but a Nash point is not necessarily a stationary point. �

With the above definition, the convergence properties of
Algorithm 1 are formulated in the following theorem:

Theorem 1: Let {(w(n) ,u(n))} be the solution sequence
generated by Algorithm 1. Then any limit point of
{(w(n) ,u(n))} is a Nash point of problem (28), hence, satis-
fying the Nash equilibrium condition of (32).

Proof: The proof follows two steps. Firstly, we show
that limn→∞ ‖u(n) − u(n−1)‖2 = 0 and limn→∞ ‖w(n) −
w(n−1)‖2 = 0, the proof of which can be found in the Appendix.
Then invoking [23, Theorem 2.3], it is readily shown that any
limit point (w̄, ū) of

{(
w(n) ,u(n)

)}
is a Nash point of (36).�

Before concluding this subsection, the following remark is of
interest.

Remark 3 (On the convergence, optimality and uniqueness
of the obtained solution): In the current state-of-the-art of the
BCD algorithm [23], [27]–[30], there are in general two classes

of non-convex problems that this algorithm can efficiently solve,
which are described below.2 The first problem, denoted by (P0)
assumes the following form:

(P0) : min
x

f(x1,x2) s.t. x = (x1,x2) ∈ X � X1 ×X2

where f : Cm 1 × Cm 2 → R is a continuously differentiable
function, and Xi ⊆ Cmi , i = 1, 2 are closed, nonempty convex
subsets. Let {x(n)} denote the sequence of intermediate solu-
tions generated by the BCD algorithm. Then it has been proved
in [27]–[30] that every limit point of {x(n)} is a stationary point
of (P0).

Let us now proceed to a more general class of non-convex
problems, to which our energy minimization problem belongs:

(P1) : min
x

f(x1,x2) s.t. x ∈ X ,

where X ⊆ Cm 1+m 2 is a closed and block multi-convex subset,
i.e.,X is convex with respect to each of x1 and x2, but not jointly
convex in x. In contrast to (P0), now x1 and x2 are nonlinearly
coupled in the constraints and therefore the feasible set X can
no longer be expressed as a Cartesian product. The convergence
behavior of the BCD algorithm for (P1) has not been thoroughly
investigated until very recently [23]. As a revelation, it has been
proved in [23] that every limit point of {x(n)} is a Nash point of
(P1), provided that f(·) is strongly convex with respect to each
of x1 and x2.

Despite the elegant convergence properties of the BCD algo-
rithm, it is worth noting that due to the non-convex nature of
both (P0) and (P1), there may exist many stationary or Nash
points. At the time of writing, the question whether the al-
gorithm converges to a unique stationary/Nash point remains
an open issue in both the theoretical field of non-convex opti-
mization [14], [23], [27]–[30] and in terms of its engineering
applications [11], [31], [32]. Additionally, the local optimality
of the solution obtained is not guaranteed. This is because for
(P0), by the definition of a stationary point, it can either be a
locally optimal point or a saddle point. For (P1), the current best
effort is to prove the results in Theorem 1, where a Nash point
is not necessarily a locally optimal point (see Definition 1). �

C. RRH Selection and UE Admission Control

Upon the convergence of Algorithm 1, when a solution (w̄, ū)
is obtained, the group sparsity pattern associated with the set
of RRHs’ weight vectors can be retrieved by computing the
squared norm of each RRH’s weight vector, yielding

SSS = [S1, · · · ,SL ] = [‖w̄1‖2
2, · · · , ‖w̄L‖2

2] (33)

where Sl � ‖wl‖2
2 is used as a sparsity indicator for RRH-l.

In contrast to prior works [5], [6], hereby we determine the
subset A consisting of the active RRHs in a single attempt by
thresholding the sparsity indicator associated with each RRH.
Specifically, we assume that when the sparsity indicator Sl of
RRH-l falls below a small threshold τ > 0, RRH-l is switched

2To simplify the analysis, we limit our discussions on problems with two
optimization variable blocks, i.e., x1 and x2. However, all the results and dis-
cussions can be extended to the case of multi-block variables.
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off for the sake of energy efficiency, and vice versa. In this way,
we obtain

A = {l : Sl ≥ τ, l ∈ L} . (34)

Due to the reduced number of active RRHs participating in the
relay-aided transmission, we have a reduced distributed diver-
sity gain. Hence, the QoS constraints (6b) might be violated at
some DUEs after deactivating selected RRHs. This infeasibility
issue can be verified by reformulating (6) as a feasibility check
problem. Specifically, only the subset A of active RRHs is now
involved in (6) instead of all the L RRHs and again, we can
apply the concept of BCD update to solve the feasibility check
problem. If a feasible solution is obtained, we subsequently fur-
ther minimize the total transmission power of the active RRHs
according to

min
w ,u

∑

l∈A
Pt,l (35a)

s.t. MSEk (uk ,w) ≤ γk ∀k ∈ K (35b)

Pt,l ≤ Pl,max ∀l ∈ A (35c)

wl = 0∀l /∈ A. (35d)

Otherwise, if we fail to find a feasible solution, it becomes
necessary to incorporate a mechanism which dynamically per-
forms admission control for the end-users. A user admission
control mechanism has been introduced in [34] for a multi-cell
downlink scenario within a C-RAN, where the SINR is adopted
as the QoS metric for each end-user. Following a similar design
philosophy, hereby we propose a user admission control method
for the multi-user relaying sub-network within C-RAN.

To this end, we introduce a real-valued vector z =
[z1, · · · , zK ]T , where zk is an abstract measure of the extent
to which the QoS constraint at DUE-k is violated. Motivated by
the so-called phase-one method in [24], we can formulate the
user admission control as the following feasibility problem:

min
u,w ,z

1T z (36a)

s.t.
∑

l∈A

∑

m∈A
wH

l Qk
l,mwm −

L∑

l∈A
2�{wH

l qk,l

}

+
∑

l∈A
wH

l ΘΘΘk,lwl + q′k ≤ zk , k ∈ K (36b)

wH
l ΨΨΨlwl ≤ Pl,max , l ∈ A (36c)

z ≥ 0 (36d)

where q′k = qk − γk . The above problem is always feasible and
can be reformulated as a convex SOCP. The infeasibility in-
dicator zk = 0 reveals that the kth QoS constraint is satisfied,
while zk > 0 indicates the opposite. Therefore, all QoS con-
straints are satisfied if and only if 1T z = 0. Based on these
observations, we then propose an iterative procedure to jointly
check the feasibility and perform admission control, which is
described by Algorithm 2. Specifically, at each iteration, we
remove the specific DUE which has the highest infeasibility in-
dicator, i.e., whose QoS constraint is the most “difficult” one

to satisfy. The procedure is repeated, until the QoS constraints
for all the remaining DUEs are satisfied. This admission control
procedure can be readily incorporated into the RRH relaying
design at the BBU pool, which essentially solves the inherent
infeasibility issue associated with the RRH selection.

IV. SIMULATION RESULTS

We evaluate the performance of the joint RRH selection and
AF relay optimization algorithms proposed in Section III based
on computer simulations. In all simulations, we assume that
the channel coefficients are generated as independent and iden-
tically distributed (i.i.d.) complex circular Gaussian variables
having a zero mean and a unit variance. For simplicity, all the
RRHs are equipped with the same number of antennas Nl while
the static power consumption Pc,l and transmit power budget
Pt,l are both set to 0.5. The noise variances at the RRHs and the
DUEs are respectively set to σ2

R ,l = 10−3 and σ2
D,k = 10−2. The

MSE target γk in (6) is defined in terms of the target SINR ρ, i.e.,
we have γk = 1

ρ+1 for all k ∈ K. Based on the observation that
Algorithm 1converges in about 10–15 iterations in all cases,
Algorithm 1is terminated after 20 iterations and ε = 10−10 is
adopted to avoid numerical instability. Each optimization prob-
lem in the form of (20) that is involved in Algorithms 1and 2is
solved using the MATLAB-based interface YALMIP [35] along
with the external solver MOSEK [36]. Each point or number in
the subsequent figures and tables is obtained by averaging the
results of 200 independent realizations. The above simulation
parameters remain fixed unless otherwise stated. We compare
the performance of the following algorithms:

1) The proposed joint RRH selection and relay optimization,
which is labeled as “RRH Selection” (“RRH Sel.”);

2) The conventional collaborative relaying approach operat-
ing without RRH selection labeled as “w/o RRH Selec-
tion” (“w/o RRH Sel.”), whose objective is to minimize
the total transmission power of all the RRHs in the absence
of sparsity-inducing l0-norm [c.f. (6a)]. Mathematically,
this problem can be written as

min
u,{W l }

L∑

l=1

Pt,l (37a)

s.t. MSEk (uk , {Wl}) ≤ γk ∀k ∈ K (37b)

Pt,l ≤ Pl,max ∀l ∈ L. (37c)

We consider two simulation scenarios, namely, a generic relay
sub-network and a heterogeneous network (HetNet).

A. Generic Relay Sub-Network

In Fig. 4, we show the total relaying sub-network’s power
dissipation for the different methods as a function of the number
of UE pairs K. A pair of multi-antenna settings, namely, one
in which Nl = 3 for all l and one in which Nl = 4 for all l,
are considered under three different target SINRs at the DUEs.
Our results reveal that in general it is inefficient to allow all
the RRHs to transmit data because this requires a significant
amount of static power. However, the proposed algorithm is
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Fig. 4. Comparison of power consumption of the relaying sub-network using
Algorithm 1 and of the one without RRH selection. (Left) Nl = 3 ∀l. (Right)
Nl = 4 ∀l.

Fig. 5. Average number of inactive RRHs with different number of UE pairs
K and target SINR ρ. (Top) Nl = 3. (Bottom) Nl = 4.

capable of adaptively selecting the most appropriate RRHs for
relaying by exploiting the knowledge of the spatial channel at a
given time instance. To gain a deeper insight into this approach,
we calculate the average number of RRHs that are switched off
during the iterative procedure for different setup, i.e., different
K and Nl . The efficacy of the proposed algorithm becomes
more evident from the corresponding results presented in Fig. 5,
where on average 3 to 7 RRHs can be switched off for the sake
of energy-efficient transmission.

TABLE I
NUMBER OF NON-SCHEDULED DUES FOR DIFFERENT K AND TARGET SINR

Number of UE pairs K 6 8

Target SINR ρ (dB) 6 8 10 6 8 10
Average number of excluded DUEs 0.06 0.32 0.34 1.06 1.20 1.83

Fig. 6. Layout of the HetNet considered in the simulations.

Next, we examine the performance of the proposed DUE
admission control mechanism in Algorithm 2. Hereby we adopt
a more aggressive energy-efficient design method, where only a
limited number of “dominant” RRHs remain active. To achieve
this, upon recovering the sparsity pattern of the RRH weight
vectors, i.e., SSS in (33), we compute the average of the sparsity
indicators, that is, S̄ =

∑L
l=1 Sl/L, and then determine the set

of active RRHs as A = {l : Sl ≥ ηS̄, l ∈ L}, where η is set to
η = 0.75 in the simulations. In this way, the selected subset of
active RRHs may not be capable of simultaneously maintaining
an acceptable QoS at all DUEs. Then Algorithm 2is invoked for
iteratively removing the QoS constraints of specific DUEs from
the optimization procedure. In Table I, the average number of
non-scheduled (excluded) DUEs is listed for different number
of UE pairs K and the target SINR ρ. It is clearly observed that
the number of non-scheduled DUEs increases when more UEs
requiring a higher QoS level are involved in the relay-assisted
transmission.

B. HetNet Setup

In this subsection, we compare the performance of different
methods in a HetNet setup, whose layout is sketched in Fig. 6.
We consider a total of L = 10 RRHs, with two of them being
macro-cell RRHs having a high power and the remaining ones
are femto-cell RRHs having a relatively low power. A total of K
SUEs are randomly deployed in the upper dashed line rectangle,
whilst the corresponding K DUEs are randomly placed in the
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TABLE II
SIMULATION PARAMETERS IN THE HETNET

Parameter Value

Pathloss between macro-cell RRH
and UE at distance d (km)

128.1 + 37.6 log10(d)

Pathloss between femto-cell RRH
and UE at distance d (km)

140.7 + 36.7 log10(d)

Small-scale fading hl ,k and gk ,l Rayleigh fading
Noise power σ2

R and σ2
D −102 dBm

Static power Pc,l 5 W for macro RRHs and 3 W for
femto RRHs

Transmission power for relay
transmission Pl,m ax

5W for all RRHs

Antenna gain 3 dBi

TABLE III
AVERAGE NUMBER OF INACTIVE (SILENT) RRHS FOR DIFFERENT SCHEMES

Num. of UE Pairs K

Alg. 2 4 6 8

Relay Ant.
Num. N l

3 RRH Sel. 8.31 8 6.38 3.64
w/o RRH Sel. 0 0 0 0

4 RRH Sel. 8.80 8.40 7.96 6.11
w/o RRH Sel. 0 0 0 0

Fig. 7. Average network power consumption versus the number of UE pairs
in a HetNet.

lower dashed line rectangle, based on the uniform distribution.
The specific system parameters characterizing the HetNet are
summarized in Table II, where asymmetric pathloss models are
considered for different types of RRHs. The performance of
different methods is compared in terms of the average total
network power and the number of inactive RRHs.

In Fig. 7, the average network power consumption is shown
as a function of the number of UE pairs K. Two different an-
tenna array configurations are considered at the RRHs, namely,
Nl = 3 and Nl = 4 for all l ∈ L. It is observed that the pro-
posed RRH selection achieves a significantly better energy effi-
ciency than the conventional approach operating without RRH
selection. Specifically, the performance gap is more evident,

when the number of UEs is relatively small. When more UEs
are involved in the transmission, the gap between the two ap-
proaches is reduced. This is because a large portion of the spatial
diversity gain provided by the multiple RRHs’ antenna arrays
must be exploited to serve the additional end-users, hence more
RRHs remain active in the relay-aided transmission. For a sim-
ilar reason, the power consumption becomes lower, when ad-
ditional antennas are employed at the RRHs, yielding a saving
of about 35% for the case of K = 6 and 40% for the case of
K = 8. The numbers of inactive RRHs in the HetNet using the
two different approaches are shown in Table I. For the case of
Nl = 3, our proposed method yields a range of 3–8 inactive
RRHs, whilst the numbers become 6–9 for the case of Nl = 4.

In summary, all the simulation results demonstrate the ben-
efits of the proposed joint AF relaying optimization and RRH
selection algorithm. In both generic relaying and heterogeneous
network scenarios, the proposed method yields a significantly
higher level of energy efficiency than that of its counterpart
operating without RRH selection.

V. CONCLUSIONS

The problem of joint RRH relay selection and AF matrices
design was investigated from a network energy minimization
perspective for a multi-antenna multi-user relaying sub-network
within a C-RAN. Relying on the so-called re-weighted l1 mini-
mization and BCD-type methods, an iterative algorithm having a
proven convergence was proposed for solving the original non-
convex optimization problem. Based on the recovered group
sparsity pattern associated with the RRHs’ AF matrices, the
set of active RRHs involved was then determined. To overcome
the inherent infeasibility issue of the RRH selection, an itera-
tive end-user admission control algorithm was proposed, which
can be readily incorporated into the relaying optimization at the
BBU pool. Our simulation results demonstrated the efficacy of
the proposed algorithms, which significantly reduced the en-
ergy consumption of the C-RAN over that of a conventional
cooperative relaying approach.

APPENDIX

PROOF OF THE FIRST STEP IN THEOREM 1

We have to show that the sequence
{
(w(n) ,u(n))

}
is a square

summable sequence such that limn→∞ ‖w(n) − w(n−1)‖2
2 = 0

and limn→∞ ‖u(n) − u(n−1)‖2
2 = 0. Based on the majorization

relation in (29), we have

F(w(n)) +
L∑

l=1

w(n)
l

H
ΨΨΨlw(n) + u(n)H

u(n)

≤ F̃(w;w(n−1)) +
L∑

l=1

w(n)
l

H
ΨΨΨlw(n) + u(n)H

u(n)

≤ F(w(n−1)) + G(w(n−1))

− τ(w)
2

‖w(n) − w(n−1)‖2
2 −

τ(u)
2

‖u(n) − u(n−1)‖2
2

(38)
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where the first inequality is due to the majorization relation
in (29) while the second inequality results from F(w(n−1)) =
F(w;w(n−1)) and the strong convexity of

∑L
l=1 wH

l ΨΨΨlw and
uH u with parameters τ(w) > 0 and τ(u) > 0, respectively.
Then summing the above inequality over n from 0 to n̄, we
arrive at

F(w(0)) +
L∑

l=1

w(0)
l

H
ΨΨΨlw(0) + u(0)H

u(0)

−
(
F(w(n̄)) +

L∑

l=1

w(n̄)
l

H
ΨΨΨlw(n̄) + u(n̄)H

u(n̄)

)

≥
n̄∑

n=0

(
τ(w)

2
‖w(n) − w(n−1)‖2

2 +
τ(u)

2
‖u(n) − u(n−1)‖2

2

)
.

(39)

It is not difficult to observe that the objective function in
(28) is monotonically decreasing after each iteration and lower
bounded at least by zero, so that the left-had side of the above
equation is a finite positive number. Upon letting n̄ → ∞,
we therefore conclude that limn→∞ ‖w(n) − w(n−1)‖2

2 = 0 and
limn→∞ ‖u(n) − u(n−1)‖2

2 = 0.
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