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Abstract—Recently, DFT-based oversampled perfect recon-
struction filter banks (OPRFB), as a special form of filtered
multitone, have shown great promises for applications to multi-
carrier modulation. Still, accurate frequency synchronization and
channel equalization are needed for their reliable operation in
practical scenarios. In this paper, we first derive a data-aided
joint maximum likelihood (ML) estimator of the carrier fre-
quency offset (CFO) and the channel impulse response (CIR) for
OPRFB transceiver systems operating over frequency selective
fading channels. Then, by exploiting the structural and spectral
properties of these systems, we are able to considerably reduce
the complexity of the proposed estimator through simplifications
of the underlying likelihood function. The Cramer Rao bound on
the variance of unbiased CFO and CIR estimators is also derived.
The performance of the proposed ML estimator is investigated
by means of numerical simulations under realistic conditions with
CFO and frequency selective fading channels. The effects of differ-
ent pilot schemes on the estimation performance for applications
over time-invariant and mobile time-varying channels are also
examined. The results show that the proposed joint ML estima-
tor exhibits an excellent performance, where it can accurately
estimate the unknown CFO and CIR parameters for the various
experimental setups under consideration.

Index Terms—Data-aided estimation, channel impulse re-
sponse, carrier frequency offset, maximum likelihood (ML), over-
sampled filter bank transceiver, CRB, multicarrier modulation.

I. INTRODUCTION

DUE to its appealing features, multicarrier modulation
(MCM) is recognized as the method of choice for high

data rate wireless transmission. Orthogonal frequency division
multiplexing (OFDM), the most common form of MCM, is
used in many current and emerging standards [1], [2]. However,
due to its implicit use of rectangular time-domain narrowband
filters (with high sidelobe levels at −13 dB), OFDM exhibits
a poor spectral containment and is therefore sensitive to fre-
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quency synchronization errors and narrowband interference. To
overcome such limitations of OFDM, more general forms of
MCM, referred to as filter bank multicarrier (FBMC), have been
introduced that include OFDM/OQAM [3], filtered multitone
(FMT) [4] and specializations thereof, such as the recently pro-
posed oversampled perfect reconstruction filter banks (OPRFB)
[5]–[8]. In FBMC systems, data symbols are transmitted over
frequency adjacent subbands after some band-limited pulse
shaping. Reduced sensitivity to narrowband interference, better
spectral containment, and more flexibility in the multi-user sce-
narios are some of the advantages of FBMC systems [9], [10].
These appealing features have attracted considerable attention
recently for emerging applications in wireless communica-
tions (e.g., digital video broadcasting [11] and cognitive radio
[12]) and wireline transmissions (e.g., power line communi-
cation [13]).

The performance of FBMC systems in data transmission over
frequency selective channels is studied in [14]–[16] for differ-
ent prototype filters. It is generally shown that FBMC systems
can outperform OFDM by a sizeable margin under non-ideal
conditions of operation due to the better spectral containment
of their subband filters. Nevertheless, they remain sensitive to
the time and frequency selectivity of the channel and require
accurate estimation of the channel impulse response (CIR)
to combat these impairments through equalization. Moreover,
similar to other types of MCM, FBMC systems are more sen-
sitive to carrier frequency offset (CFO) than single carrier (SC)
systems, since the CFO induced by the mismatch between the
transmitter and receiver oscillators may result in intersymbol
interference (ISI) or intercarrier interference (ICI) [17]–[22].
As a result, it is of particular interest to develop efficient CFO
and CIR estimation techniques in order to compensate these
channel impairments in FBMC systems.

In the past, a vast body of literature has been devoted to
the study of CFO and CIR estimation algorithms for OFDM
systems by relying on training sequence [23], cyclic prefix
[24], iterative maximum likelihood (ML) [25] and expectation-
maximization [26]. However, the consideration of these prob-
lems in the more general context of FBMC is fairly recent.
CFO estimation for OFDM/OQAM systems is addressed in
[16], [27], and[28] and the CIR estimation for these systems is
reviewed in [29]. In particular, joint synchronization methods
based on scattered pilots and the conjugate symmetry property
of OFDM/OQAM are presented in [16], [28], [30], and[31].
One of the main efforts to jointly estimate the CFO and CIR for
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critically sampled FMT systems is developed in [32], where the
CIR is estimated in the frequency domain after CFO estimation
in the time-domain. Several methods have also been proposed
to mitigate the sensitivity of FBMC systems to synchronization
errors assuming known or simplified CIR. A time-domain data-
aided symbol timing and CFO synchronization method based
on the least square (LS) approach is developed in [27] for
FMT and OFDM/OQAM systems operating over frequency-flat
additive white Gaussian noise (AWGN) channel. Alternatively,
in [33] and [34], the authors propose a frequency-domain ML-
based data-aided CFO estimation algorithm for FMT systems.
The results in these works show that the data-aided methods
outperform the blind ones (i.e., non-data-aided) proposed in
[35] and[36] in terms of estimation accuracy and complexity.

Among the various approaches reported in the recent liter-
ature for the design and implementation of FBMC systems,
those based on discrete Fourier transform (DFT) modulation,
such as OFDM/OQAM and OPRFB are particularly appealing
as they exhibit outstanding performance in wireless scenarios.
Within this class, OFDM/OQAM has received considerable
attention, especially under the auspices of the PHYDYAS
project in Europe [37]. Nevertheless, it poses a number of
practical difficulties, as the real and imaginary parts of the
complex-valued QAM symbols from adjacent subbands must
be staggered in time by half a symbol. This requires the use of
additional pre/post-processing modules at the transmit/receive
sides to extract and offset the real and imaginary parts. These
modifications add to the system complexity and make the im-
plementation of multiple-input multiple-output (MIMO) coding
schemes nontrivial [9]. In addition, the overlapping of adjacent
subbands may induce significant ICI when transmission is over
a non-ideal channel. Therefore, equalization both across time
and frequency may be required.

In contrast, OPRFB does not employ these extra modules and
can be easily applied to MIMO coding schemes since complex
orthogonality is intrinsically provided and its equalization is
simpler. In effect, OPRFB can be viewed as a specific form of
FMT where the perfect reconstruction (PR) property is enforced
by employing oversampled filter banks. This constraint can
facilitate the equalization process and brings desirable spectral
containment (albeit at the cost of longer filters which may
increase latency and complexity to some extent). Moreover,
at high SNR, a PR system can generally achieve a lower bit
error rate (BER) compared to a non-PR one, which introduces
an undesirable lower floor on the achievable BER [8]. These
reasons motivate the consideration of OPRFB systems for
FBMC applications in this work.

While the aforementioned contributions to the estimation of
CFO and CIR in the context of FBMC systems are valuable,
they cannot be directly applied to OPRFB due to intrinsic
structural differences in signal and filter formats. For instance,
the essential assumption in the method proposed in [33] and
[34], i.e., constant CFO effect over the duration of the receive
filters, is not valid for OPRFB systems as they employ relatively
longer prototype filters. In addition, a majority of these works
are based on an oversimplified broadband flat fading channel
model, where the CIR reduces to a single coefficient [27], [35],
[36], [38]. It was just recently that the authors proposed a CFO

estimation method targeted for OPRFB systems [38]; however,
it assume perfect knowledge of the CIR in the equalization
process and therefore does not qualify as a joint estimation
technique. Hence, despite its importance, the study of advanced
CFO and CIR compensation schemes for OPRFB remains
largely unexplored.

In this paper, we first develop a data-aided joint ML estimator
of the CFO and CIR that is specifically designed for OPRFB
systems, but also applicable to FMT systems, operating over
frequency selective fading channels. Then, by exploiting the
structural and spectral properties of these systems, we are
able to considerably reduce the complexity of the proposed
estimator through simplifications of the underlying likelihood
function. The Cramer Rao bound (CRB) on the variance of
joint unbiased CFO and CIR estimators is also derived as a by-
product of the ML analysis. The performance of the proposed
joint ML estimator is investigated by means of simulations
under realistic conditions of transmission with CFO and fre-
quency selective fading channels. The effects of using different
pilot schemes for applications in wireless scenarios over time-
invariant and mobile time-varying channels are also examined.
The results show that the proposed joint ML estimator exhibits
an excellent performance, where it can accurately estimate the
unknown CFO and CIR parameters for the various experimental
setups under consideration. Using these estimates, it is possible
to compensate the effects of CFO and frequency selective fad-
ing channel on the transmission performance of OPRFB-based
MCM systems under realistic wireless conditions. Finally, by
employing different pilot patterns, we show that in mobile
scenarios with fast time-varying channels, the proposed joint
estimator and compensation methods still exhibit a reliable
performance.

The rest of the paper is organized as follows. Section II
presents the OPRFB system model and discusses the effects
of CFO on the signal recovery process at the receiver side.
The joint ML estimator of the CFO and CIR is developed in
Section III, along with relevant practical simplifications, while
the CRB on the joint estimator variance is derived in Section IV.
The performance of the proposed joint estimator is evaluated
in Section V and some conclusions are offered in Section VI.
Notation: j =

√
−1. Bold-faced letters indicate vectors and

matrices, e.g., A. The (i, j)th entry of a matrix is represented
by [A]i,j . The superscripts T and H stand for the transpose
and Hermitian transpose of a vector or matrix, respectively,
while the superscript ∗ denotes complex conjugation. I and
0, respectively denote the identity and zero matrices. The
paraconjugate operation on a matrix function E(z) is defined
by Ẽ(z) = E(1/z∗)H . E{.}, Re[.] and Im[.] stand for the
expected value, real part and imaginary part of their arguments,
respectively.

II. PROBLEM FORMULATION

In this section, the OPRFB system model is presented along
with its input-output relation over a frequency selective fading
channel. The effects of the CFO on the reconstructed signal are
discussed and finally, the joint estimation problem for the CFO
and CIR is stated.
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Fig. 1. DFT-modulated OPRFB transceiver with CFO and CIR estimation.

A. OPRFB System Model

We consider a DFT-modulated OPRFB transceiver system, as
depicted in Fig. 1. Parameters M and K represent the number
of subbands and the upsampling/downsampling factor, respec-
tively, where K > M (oversampling) is assumed [8]. In DFT-
modulated FBMC systems, the transmit and receive subband
filters can be derived from common prototypes with finite im-
pulse responses (FIR) of length D and respective system func-
tions F0(z) =

∑D−1
n=0 f0[n]z

−n and G0(z) =
∑D−1

n=0 g0[n]z
n,

where f0[n] and g0[n] are the corresponding impulse response
coefficients. For convenience in analysis, Gi(z) is assumed
non-causal although in practice, causality can be restored sim-
ply by introducing an appropriate delay in the receiver. Defining
w = e−j2π/M , the DFT-modulated transmit and receive filters
for the ith subband are respectively obtained as

Fi(z) = F0(zw
i), Gi(z) = G0(zw

i). (1)

In this paper, the filter length D is restricted to be a multiple of
M and K, i.e., D = dPP , where P denotes the least common
multiple of M and K and dP is a positive integer. To enforce
the PR property, the paraconjugates of the transmit filters
are employed as receive filters, i.e., gi[n] = f ∗

i [n]. Under this
setting, PR can be expressed as

∞∑
q=−∞

fj [q − pK]f ∗
i [q − nK] = δijδnp (2)

where δij denotes the Kronecker delta function.
Let xi[n] denote the complex-valued data symbol trans-

mitted on the ith subband at discrete-time nTs, where i ∈
{0, . . . ,M − 1}, n ∈ Z, Ts = F−1

s and Fs is the input sam-
pling rate. On the transmitter side, as shown in Fig. 1, the
input sequences xi[n] are upsampled by K, passed through
their corresponding subband filter Fi(z), and finally summed.
Hence, the transmitter output signal at discrete-time mTs/K is
given by

y[m] =

M−1∑
i=0

∞∑
q=−∞

xi[q]fi[m− qK] (3)

where the range of the summation over q is delimited by the
finite support of the subband FIR filter, fi[m].

In a practical system implementation, the signal y[m] is up-
converted to a suitable frequency band via carrier frequency
modulation and then transmitted over a noisy channel, while at
the receiver, the reverse demodulation operations are applied.

Here, we consider a baseband equivalent model of these opera-
tions in terms of the signal samples y[m].

We assume that during a time interval equal to the pro-
cessing delay of the transceiver system (i.e., 2DTs/K), the
transmission channel can be modeled as a linear time-invariant
system with FIR h[l] of length Q and corresponding system
function H(z) =

∑Q−1
l=0 h[l]z−l. In this model, the filter length

Q is chosen according to the multipath delay spread τds of the
channel, i.e., QTs = Kτds. The channel output is corrupted
by an AWGN sequence ν[m], with zero-mean and variance
E[|ν[m]|2] = σ2

ν , assumed to be statistically independent from
the input data. The input-output relationship of the noisy chan-
nel can therefore be expressed as

ȳ[m] =

Q−1∑
l=0

h[l]y[m− l] + ν[m] (4)

where ȳ[m] denotes the received baseband discrete-time signal.
On the receiver side, ȳ[m] is passed through a bank of M
analysis filters and downsampled by K. Accordingly, for each
subband, the reconstructed signal x̄i[n] can be written as

x̄i[n] =

∞∑
q=−∞

ȳ[q]f ∗
i [q − nK]. (5)

Note that in the case of an ideal channel with no noise (i.e.,
H(z) = 1 and ν[m] = 0), the PR condition (2) ensures that
x̄i[n] = xi[n], ∀ i, n.

B. Effects of Carrier Frequency Offset

In practice, there often exists a mismatch between the carrier
frequency in the receiver and the transmitter, denoted as CFO.
In this case, the received signal ȳ[m] can be modeled as
[27], [39]

ȳ[m] = ej2π
μ
M m

Q−1∑
l=0

h[l]y[m− l] + ν[m] (6)

where μ is a normalized CFO with respect to the subband
spacing FsK/M . Here, we assumed that there is no time offset
between the transmitter and receiver or it is estimated and
compensated by other means.

Upon substitution of (6) and then (3) into (5), the recon-
structed signal for the ith subband, x̄i[n], can be written in
terms of the input signals xj [n], for j ∈ {0, . . . ,M − 1}, as

x̄i[n] =

Q−1∑
l=0

λi,n(l, μ)h[l] + νi[n] (7)
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where λi,n(l, μ) and νi[n] are defined as

λi,n(l, μ)=
M−1∑
j=0

∞∑
p=−∞

xj [p]γ
j,p
i,n(l, μ) (8)

γj,p
i,n(l, μ)=

∞∑
q=−∞

ej2π
μ
M qfj [q−l−pK]f ∗

i [q−nK] (9)

νi[n]=

∞∑
q=−∞

ν[q]f ∗
i [q − nK]. (10)

As can be seen from (7) and (8) by temporarily omitting the
noise term νi[n], the complex factor γj,p

i,n(l, μ) in (9) charac-
terizes the interference level of the pth input sample from the
jth subband, that is xj [p], on the nth output sample of the
ith subband, xi[n], in the presence of CFO with magnitude μ
through the lth path of the radio channel h[l]. We note that
for |n− p| > (D +Q)/K, due to the finite support of the
subband filters fi[n], γ

j,p
i,n(l, μ) = 0; accordingly, the range of

the summation over p in (8) is indeed finite. The term νi[n] (10)
represents the additive noise passed through the ith subband of
the receive filter bank. This term has zero-mean and, due to the
PR property imposed on fi[n] in (2), its covariance (as derived
in the Appendix A) is given by

E
{
νi[p]ν

∗
j [q]

}
= δijδpqσ

2
ν . (11)

Considering the reconstructed signal x̄i[n] in (7), it appears
that even if the channel could be perfectly equalized (equivalent
to h[0] = 1 and h[l] = 0 for l �= 0) the presence of the CFO
term ej2π(μ/M)q in the interference factor, γj,p

i,n(l, μ)(9) would

render the transceiver system non-PR. That is, γj,p
i,n(l, μ) would

be non-zero for j �= i or p �= n, and this in turn would result
in a loss of performance in the data transmission process. It is
worth to mention that in previous works [33], [34], it is assumed
that since the finite support of fi[n] and the CFO value μ
are often small, the exponential CFO term ej2π(μ/M)q remains
constant. If this was the case, this term could be taken out of
the summation over q in (9) and, consequently, the interference
terms γj,p

i,n(l, μ)xj [p] would be negligible when j �= i or p �= n.
This oversimplification may function for some situations in
FMT systems, however, it does not hold for OPRFB systems
as they employ relatively longer prototype filters.

C. Problem Formulation

As seen from Fig. 1, if a suitable estimate of μ is avail-
able, say μ̂, it can be used to compensate the CFO at the
receiver front-end and thereby avoid its deleterious effects.
Similarly, if estimates of the CIR coefficients h[l] are available,
denoted as ĥ[l] for l ∈ {0, . . . , Q− 1}, they can be used on
the receiver side to design a set of subband equalizers to
counteract the distortion incurred by the input signals during
their transmission. In this paper, we focus on single-tap per
subcarrier equalizer, as represented by the coefficients ei in
Fig. 1, where i ∈ {0, · · ·M − 1}, but generalizations to other,
more advanced types of equalizers are possible. This simple
equalization scheme inverts the channel at the center frequency
of the corresponding subcarrier and it works well in mildly

selective channels as long as the number of subcarriers is
sufficiently large [40].

Our interest in this work, therefore, lies in the develop-
ment of an efficient, data-aided ML based approach for the
joint estimation of the CFO parameter μ and CIR coefficients
{h[l]}Q−1

l=0 . We favor the use of data-aided over blind estima-
tion, since the latter generally requires a long data record to
achieve a desired level of accuracy, which in turns entails high
computational complexity and limits applications to static or
slowly time-varying channels. We consider the framework of
point estimation theory, where the parameters under estimation
are modeled as unknown, yet deterministic quantities, i.e.,
no prior distribution is assumed. Given the transmission of a
known sequence of pilots, and the subsequent observation of
the reconstructed subband signals over a given time interval,
our aim is to develop and investigate the properties of the joint
ML estimator of μ and {h[l]}.

III. JOINT ESTIMATION

In this section, we first derive a joint estimator of the CFO
and CIR based on the ML principle, which employs known
transmitted pilot symbols. We then propose a number of prac-
tical simplifications in the calculation of the associated log-
likelihood function (LLF) that result in a lower implementation
complexity for this estimator.

A. Data-Aided ML Estimator

We define a multi-carrier symbol (MCS)1 as the ordered set
of M subband inputs xi[n], for i ∈ {0, 1, . . . ,M − 1}, entering
the transmit filter bank at time n. We assume that within a burst
of N consecutive MCS, say from time n = 0 to N − 1, a total
of T MCS with time indices in T = {tn|0 ≤ t0 < t1 < · · · <
tT−1 ≤ N − 1}, referred to as pilot-times, are selected for the
transmission of pilots over selected subbands. At any given
time tn, a subset of S subbands with frequency indices in S =
{si|0 ≤ s0 < s1 · · · , < sS−1 ≤ M − 1}, referred to as pilot-
subbands, are dedicated to the transmission of pilot symbols
psi [tn]. In effect, we consider a rectangular lattice of NP = TS
pilot symbols distributed over the time-frequency plane. Note
that NP should be greater than Q to guarantee that there exists
enough data to estimate the Q+ 1 unknown CFO and CIR
parameters, i.e., μ and h. Given the limited amount of training
data that can be sent to estimate these parameters, it is prudent
to select S and T such that the resulting estimates achieve
a good performance (if not optimal) among other possible
choices of S and T with the same NP .

In that regard, we consider two main schemes for the dis-
tribution of the pilot symbols over the frequency axis, i.e.,
choices of the index set S . In the first one, labeled as Scheme A
for convenience, the pilot-subbands occupy adjacent positions
along the frequency axis, i.e., si − si−1 = 1. In the second
one labeled as Scheme B, the pilot-subbands are equispaced
to evenly cover the frequency axis, i.e., si − si−1 = 	M/S
,
where 	.
 denotes the floor function. Obviously, these two
schemes are equivalent when S = M . Similarly, in terms of

1This is also called a vector symbol in the MCM literature.
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Fig. 2. Distribution of pilots over frequency (Scheme A and Scheme B with
S = 4 pilot-subbands in M = 16 subbands) and time (G = 1, 2, and 3 groups
for T = 6 pilot-times in a burst of N = 30 MCS).

the distribution of pilot symbols over time, the index set T
can be chosen in different ways. Here, we consider a scheme
in which the T pilot-times are divided into G groups evenly
distributed throughout a burst, with each group consisting of
T/G consecutive MCS, where we assume T/G is an integer
for simplicity. Examples of the distributions of pilot symbols
over the frequency and time axes are depicted in Fig. 2.

Let zsi [tn] denote the reconstructed signal corresponding to
the transmitted pilot psi [tn]. From (7), it follows that:

zsi [tn]=

Q−1∑
l=0

λsi,tn(l, μ)h[l] + νsi [tn]

=

Q−1∑
l=0

λ̄si,tn(l, μ)h[l] + wsi [tn] + νsi [tn] (12)

where λ̄si,tn(l, μ) and wsi [tn] are defined as

λ̄si,tn(l, μ) =
∑
j∈S

∑
p∈T

pj [p]γ
j,p
si,tn

(l, μ) (13)

wsi [tn] =

Q−1∑
l=0

∑
j �∈S

∑
p �∈T

xj [p]γ
j,p
si,tn

(l, μ)h[l]. (14)

Moreover, the term λ̄si,tn(l, μ) in (13) conveys the same physi-
cal meaning for the pilot symbols, as does the term λi,n(l, μ)
in (8) for the input symbols. Specifically, it represents the
contribution from all the pilot-symbols, as represented by the
set of {pj [p] : j ∈ S, p ∈ T }, to the output zsi [tn], through
the lth channel path. In contrast, wsi [tn] (14) represents the
total contribution from the non-pilot (i.e., data carrying) input
symbols to zsi [tn] and can therefore be interpreted as a form
of data-interference in the estimation process. Considering the
input symbols xj [p] as independent and identically distributed
random variables with zero-mean and variance σ2

x, it is shown
in the Appendix B that these interference terms wsi [tn] can be
approximated as independent Gaussian random variables with
zero-mean and variance

σ2
w = E

{
|wsi [tn]|

2
}
= σ2

x

∑
j �∈S

∑
p �∈T

∣∣∣Γj,p
si,tn

(μ)
∣∣∣2 (15)

where Γj,p
si,tn

(μ)=
∑Q−1

l=0 γj,p
si,tn

(l, μ)h[l]. Introducing vsi [tn]=
wsi [tn] + νsi [tn], (12) can be rewritten as

zsi [tn] =

Q−1∑
l=0

λ̄si,tn(l, μ)h[l] + vsi [tn]. (16)

If we further assume that the data symbols xj [p] and addi-
tive noise νsi [tn] are independent, it follows that vsi [tn] are
independent Gaussian random variables with zero-mean and
variance σ2

v = σ2
w + σ2

ν .
For convenience, we let h = [h[0], h[1], . . . , h[Q− 1]]T de-

note the column vector of unknown channel coefficients and
define the row vector

λsi,tn(μ) =
[
λ̄si,tn(0, μ), λ̄si,tn(1, μ), . . . , λ̄si,tn(Q− 1, μ)

]
.

(17)

In terms of these, (16) can be expressed as

zsi [tn] = λsi,tn(μ)h+ vsi [tn]. (18)

In order to express the set of (18) in compact vector form, we
first introduce

zsi = [zsi [t0], zsi [t1], . . . , zsi [tT−1]]
T (19)

λsi(μ)=
[
λsi,t0(μ)

T ,λsi,t1(μ)
T , . . . ,λsi,tT−1

(μ)T
]T

(20)

vsi = [vsi [t0], vsi [t1], . . . , vsi [tT−1]]
T . (21)

From (18), we have

zsi = λsi(μ)h+ vsi . (22)

We then stack these vectors and matrices over the frequency,
and define

Z =
[
zTs0 , z

T
s1
, . . . , zTsS−1

]T
(23)

Λ(μ) =
[
λs0(μ)

T ,λs1(μ)
T , . . . ,λsS−1

(μ)T
]T

(24)

V =
[
vT
s0
,vT

s1
, . . . ,vT

sS−1

]T
(25)

so that

Z = Λ(μ)h+V (26)

where Λ(μ) is an NP ×Q matrix, assumed to be of full column
rank.2

As a consequence of the AWGN model assumption and
subsequent approximations on the data-interference wsi [tn],
it follows that V is a complex circular Gaussian random
vector with zero-mean and diagonal covariance matrix CV =
E[VVH ] = σ2

vI. Accordingly, for given values of the unknown
parameters μ and h, the observation vector Z in (26) is also
complex circular Gaussian with mean Λ(μ)h and covariance
CZ = σ2

vI. The probability density function (PDF) of Z, say
f(Z;μ,h) can therefore be formulated as

f(Z;μ,h) =
1

πNP det(CZ)

· exp
[
− (Z−Λ(μ)h)H C−1

Z (Z−Λ(μ)h)
]
. (27)

2This assumption was observed to be satisfied in all of our experiments over
several different setup configurations.
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Taking the natural logarithm of this PDF, the LLF [41] for the
parameters μ and h can be expressed (up to a constant term) in
the form

L(Z;μ,h)= log (f(Z|μ,h))

=− 1

σ2
v

[Z−Λ(μ)h]H [Z−Λ(μ)h] . (28)

The joint ML estimators of the CFO and CIR is obtained
by maximizing the LLF (28) with respect to the unknown
parameters μ and h. In effect, this maximization amounts to
finding the hypothetical values of the CFO and CIR such that
the distorted pilots by these parameter values best match (in the
LS sense) the reconstructed pilots at the output of the receive
filter bank.

Since the LLF (28) is quadratic in the CIR parameters, a
closed-form solution can be obtained for the optimum h in
terms of μ. Specifically, fixing μ and varying h in C

Q, the LLF
(28) achieves its maximum at

ho(μ) = Λ(μ)†Z (29)

where Λ(μ)† = (Λ(μ)HΛ(μ))
−1
Λ(μ)H is the pseudo-inverse

of Λ(μ). Next, upon substitution of (29) in (28), the ML
estimate of the CFO can be obtained via a 1-D search, i.e.,

μ̂ = argmax
μ∈M

{L (Z;μ,ho(μ))} (30)

where M is the search range for μ. In practice, the optimization
problem (30) can be solved in two stages. The first stage, or
coarse search, computes L(Z;μ,ho(μ)) over a uniform grid of
μ values and determines the location of its maximum on the
grid, say μm. The second stage, or fine search, attempts to find
the local maximum nearest to μm, which can be handled by
classic optimization methods due to the observed convexity of
the LLF L(Z;μ,ho(μ)) in the vicinity of the true CFO. Since
this LLF is periodic in μ with a period of one subband spacing
for various pilot distributions, the search range M must be
less than half the subband spacing to avoid ambiguity in the
estimation. Finally, the ML estimate of the CIR is obtained by
substituting the μ̂ in (29), that is

ĥ = ho(μ̂) = Λ(μ̂)†Z. (31)

Except for Q, the maximum delay spread,3 no a priori
information about the channel is required to implement the
above ML estimator of the CFO and CIR. We also note that
since the CFO μ is estimated first based on (30) and then
exploited to obtain the CIR h via (31), this approach enables
decoupling the estimation of the CFO from the CIR. Finally,
for frequency-flat fading channels with Q = 1, the proposed
method reduces to the ML CFO estimator previously reported
by the authors in [38].

3The maximum delay spread, and therefore Q can be estimated using various
methods such as the one reported in [42]. One might consider using a slightly
larger value of Q for better reliability in case of possible error in the channel
delay spread estimation, at the expense of higher complexity.

B. Simplifications of the LLF

Here, we propose two simplifications for λ̄si,tn(l, μ) in (13),
which considerably speed up the calculation of the LLF (30).

First consider the terms γj,p
si,tn

(l, μ) in (9), whose definition
includes a summation over the length D (often large) of the
prototype filter f0[q]. Recalling that for DFT-modulated filter
banks, we have fi[q] = f0[q]w

−iq , we can write

γj,p
si,tn

(l, μ) = wjl+K(pj−sitn)ϕtn,p
si−j(l, μ) (32)

where

ϕn,p
α (l, μ) =

∞∑
q=−∞

ej2π
μ
M qf0[q − l − pK]f ∗

0 [q − nK]wqα.

(33)

By this simplification, instead of calculating γj,p
si,n

(l, μ) for
all the SM possible pairs (si, j), it is sufficient to compute
ϕn,p
α (l, μ) for only possible values of si − j = α and find the

corresponding γj,p
si,tn

(l, μ) by multiplication with a discrete
phase factor as in (32). The number of possible values of α
depends on the distribution of the pilots over the frequency axis,
where it is equal to M + S − 1 and 2M −M/S for scheme A
or B, respectively. Consequently, the number of operations
needed to compute the terms γj,p

si,tn
(l, μ) is reduced by a factor

of SM/(M + S − 1) for scheme A and SM/(2M −M/S) �
S/2 for scheme B.

Next, consider the λ̄si,tn(l, μ) in (13). Due to the excellent
spectral containment of the prototype filters, we can assume
that the main source of the CFO-induced interference on each
target subband is due to its first few neighboring subbands, and
that interference from more distant subbands is negligible [38].
Therefore, as the second proposed simplification, to derive the
total interference from subbands j ∈ S on the subband with
index si in (13), it is sufficient to only factor in the contribution
from a few neighboring pilot-carrying subbands on each side of
the sith one. As a result, (13) is approximated as

λ̄si,tn(l, μ) ≈
i+β∑

j=i−β

∑
p∈T

pj [p]γ
sj ,p
si,tn

(l, μ) (34)

where in practice, the value of β can be set to 2 for Scheme A
or less for Scheme B. This allows a reduction in the number of
required operations to compute λ̄si,tn(l, μ) by a factor S/(2β +
1) as j will only take 2β + 1 values instead of all the possible
S subband index values.

C. Complexity Evaluation

Thanks to the closed form CIR solution in (29), the
multi-dimensional ML parameter estimation is reduced to the
single-dimensional search of the LLF (28), more specifically
L(Z;μ,ho(μ)), over the unknown CFO parameter μ. This
process is carried out in two stages, namely a coarse grid search
(over about 20 points) leading to a preliminary estimate μm,
followed by a fine search (typically between 5 to 20 points)
around μm to obtain the final ML estimate μ̂. The second
stage can be handled by classic optimization methods due
to the observed convexity of the LLF in the vicinity of the
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true CFO. Consequently, the main factor in determining the
computational complexity of the proposed joint ML estimator
is the number of operations required for each evaluation of the
LLF L(Z;μ,ho(μ)), as given by (28) and (29). Upon detailed
inspection of these expressions, we find that this requires ap-
proximately C � 3DQN2

P + 4NPQ
2 + (2/3)Q3 +O(NPQ)

complex-valued operations, where it can be seen that the first
term is typically much larger than the others. This allows
us to conclude that the overall complexity is proportional to
the squared number of pilot symbols in the burst, which is
consistent with the complexity analysis presented in [34] for
a CFO-only ML-based estimator. The above evaluation of the
complexity for the proposed joint ML approach corresponds to
a worst case implementation where none of the simplifications
presented in Section III-B are employed. When such simplifica-
tions are introduced, the leading coefficient of 3DQ in the first
term of the above expression can be reduced significantly by a
factor of ∼ M2/(2 + 1).

Once suitable estimates of the CFO and CIR are available,
they can be used to compensate the CFO at the receiver front-
end as well as equalize the distortion incurred by the data sig-
nals during their transmission. This process, and consequently
the computational complexity associated with it, is relatively
similar to that of other FBMC methods.

IV. JOINT CRAMER RAO BOUND

In this section, we derive the CRB on the covariance matrix
of unbiased estimators of the CFO and CIR, assuming the
transmitted signals are known (i.e., pilots). We let θ denote the
complete vector of unknown (real) parameters

θ =
[
μ,hT

R,h
T
I

]T
(35)

where hR=Re[h] = [hR[0], hR[1], . . . , hR[Q− 1]]T and hI =
Im[h] = [hI [0], hI [1], . . . , hI [Q− 1]]T represent the real and
imaginary parts of h = hR + jhI . Vector θ consists there-
fore of 2Q+ 1 real entries, which will be indexed by a or
b ∈ {0, 1, . . . , 2Q}. The order of the unknown parameters in
this vector is similar to that of [43]. Let I(θ) denote the
(2Q+ 1)× (2Q+ 1) Fisher information matrix (FIM) for the
estimation problem under consideration. Since ∂CV/∂θa = 0
for 0 ≤ a ≤ 2Q, the (a, b)th entry of I(θ) is given by [41]

[I(θ)]a,b =E

{
∂2L(Z;θ)
∂θa∂θb

}

=2Re

[
∂ (Λ(μ)h)H

∂θa
C−1

Z

∂ (Λ(μ)h)

∂θb

]

=
2

σ2
v

Re

[
S−1∑
i=0

L−1∑
n=0

∂ (λsi,tn(μ)h)
∗

∂θa

∂ (λsi,tn(μ)h)

∂θb

]
.

(36)

To evaluate the FIM, we consider the partial derivative of
λsi,tn(μ)h with respect to θa for three different ranges of the
index a, namely: a = 0, 1 ≤ a ≤ Q and Q+ 1 ≤ a ≤ 2Q.

When a = 0, we have

∂ (λsi,tn(μ)h)

∂θ0
=

∂ (λsi,tn(μ)h)

∂μ

=
∂λsi,tn(μ)

∂μ
h. (37)

For 1 ≤ a ≤ Q, we can write

∂ (λsi,tn(μ)h)

∂θa
=

∂ (λsi,tn(μ)h)

∂hR[l]
= λsi,tn(μ)

∂h

∂hR[l]

= λ̄si,tn(l, μ) (38)

where l = a− 1. Similarly, for Q+ 1 ≤ a ≤ 2Q

∂ (λsi,tn(μ)h)

∂θa
=

∂ (λsi,tn(μ)h)

∂hI [l]
= λsi,tn(μ)

∂h

∂hI [l]

= jλ̄si,tn(l, μ) (39)

where l = a− (Q+ 1). Therefore, it is straightforward to de-
duce that

∂ (λsi,tn(μ)h)

∂hI [l]
= j

∂ (λsi,tn(μ)h)

∂hR[l]
. (40)

As a result, I(θ) can be partitioned as4

I(θ) =

⎡
⎣ I0,0 Re[Υ] −Im[Υ]

Re[Υ]T Re[Ψ] −Im[Ψ]
−Im[Υ]T Im[Ψ] Re[Ψ]

⎤
⎦ (41)

where, based on (36)–(39)

I0,0 =
2

σ2
v

Re

[
S−1∑
i=0

L−1∑
n=0

∣∣∣∣∂ (λsi,tn(μ))

∂μ
h

∣∣∣∣
2
]
. (42)

Υ is a 1×Q vector with its entries defined as

[Υ]0,b =
2

σ2
v

S−1∑
i=0

L−1∑
n=0

∂ (λsi,tn(μ))

∂μ

∗
h∗λ̄si,tn(b, μ) (43)

and Ψ is a Q×Q matrix defined as

[Ψ]a,b =
2

σ2
v

S−1∑
i=0

L−1∑
n=0

(
λ̄si,tn(a, μ)

)∗
λ̄si,tn(b, μ). (44)

The CRB on the covariance matrix of an unbiased estimator
of θ, say θ̂, is expressed as Cov(θ̂) ≥ I(θ)−1. In particular,
we can obtain the CRB on the variance of an unbiased CFO
estimator μ̂ as

Var(μ̂) ≥
[
I−1(θ)

]
0,0

= CRBμ. (45)

Note that in general, the entries of the vector Υ in (43) are
not identically zero nor can they be neglected, and there is
a coupling between the achievable estimation errors of μ and
h. As a result, the CRB on μ in the absence of channel
knowledge will be larger than the one obtained with known

4To simplify notations, the dependence of the FIM entries on the parameter
vector θ is omitted
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CIR, which would be simply I−1
00 . Similarly, the lower bound

on the variance of the CIR’s lth tap is

Var
(
ĥ[l]

)
=Var

(
ĥR[l]

)
+ Var

(
ĥI [l]

)
≥

[
I−1(θ)

]
l+1,l+1

+
[
I−1(θ)

]
Q+l+1,Q+l+1

=CRBh[l]. (46)

Assuming independent estimates of the channel taps, we can
obtain a lower bound on the average CIR estimation variance
over the different taps by taking the average of (46), which can
be expressed as

CRBh =
1

Q

(
tr
[
I−1(θ)

]
−
[
I−1(θ)

]
0,0

)
. (47)

This approach is convenient as it provides a single number
against which to benchmark the performance of a particular
channel estimation algorithm. Similar to what has been noted
in [39] and [43], it can be seen that the CRB is a function of the
particular channel realization. Note that in the above derivation
of the CRB, we did not use the approximation given in (34) and
factored in the contribution from all the input subbands as (13),
although such simplifications as in Section III-B could also be
applied.

V. EXPERIMENTAL RESULTS

In this section, we investigate the performance of the pro-
posed joint ML estimator of the CFO and CIR (30) and (31)
through numerical simulations. The performance of the pro-
posed estimator is compared with the derived CRB and some
existing methods from the literature.

A. Methodology and Setup

We consider an OPRFB transceiver system (cf. Fig. 1)
with burst of size N = 60 MCS, M = 64 subbands, K = 72
upsampling/downsampling factor, input sampling rate Fs =
41.67 kHz (equivalent to the channel bandwidth of B =
KFs = 3 MHz) and prototype filter of length D = 24K de-
signed as in [8]. The input data sequence xi[n] consists of in-
dependent and equiprobable 4-QAM symbols with normalized
power to unity, i.e., |xi[n]| = 1. Without loss in generality, since
the pilot symbols are known to the receiver, we set psi [tn] = 1
for all pair (si, tn).

The data at the output of the transmit filter bank is passed
through a frequency selective wireless channel with randomly
generated coefficients h[l], based on the International Telecom-
munication Union (ITU) Vehicular A channel guidelines [44].
The channel consists of 8 taps, where the fifth and seventh taps
are set to zero and the other taps with delays 0, 0.33, 0.66,
1, 1.66, 2.33 microseconds obey a Rayleigh distribution with
relative average powers of 0, −1, −9, −10, −15, −20 dB,
respectively. Here, we consider two different channel models,
i.e.,: time-invariant and time-varying. In the first case, the chan-
nel remains constant in time for the duration of a transmission
burst while in the second case, the channel fading coefficients
are correlated in time according to Jakes’s model [45]. At the
channel output, AWGN with power level of σ2

ν is added to
the baseband received signal to obtain the desired SNR figure,

defined as SNR = σ2
s/σ

2
ν with σ2

s = E{s[m]2} where s[m] =∑Q−1
l=0 h[l]y[M − 1].
In our experiments, the proposed joint ML estimator of

the CFO and CIR is implemented and compared to other
possible approaches. In particular, based on the developed
model for joint estimation in Section III-A, two separate ML
estimators for the CFO and CIR alone (i.e., assuming that the
other set of parameters is known a priori), and respectively
denoted as MLE-CFO and MLE-CIR, are considered. Results
are also provided for the ML-based CFO estimation method
developed by the authors in [38], which assumes a flat fading
AWGN channel with known gain and is referred to here as
simplified ML estimator (SMLE). In addition to these various
estimators, we show results for the CRBs on the minimum
achievable estimator variance of the CFO and CIR, as derived in
Section IV. Since the proposed joint estimator of the CFO and
CIR has to estimate more unknown parameters, its performance
is expected to be inferior to the separate estimation methods,
i.e., MLE-CIR, MLE-CFO and SMLE, which make use of
a priori knowledge and can therefore be considered as lower
bounds on estimation error for comparison purposes.

Experiments are carried for different values of the system
parameters, including: SNR, Doppler frequency, number of
pilot-times and pilot-subbands; we also denote by μo the true
value of the CFO. For each choice of parameter set, we run
103 independent Monte Carlo trials and compute the relevant
performance measures under evaluation, i.e., the root mean
squared error (RMSE) of the CFO and CIR estimates and the
bit error rate (BER) of the OPRFB transceiver system with
CFO compensation and CIR equalization derived from the cor-
responding estimator.5 In particular, the CFO is compensated at
the receiver front-end and the single-tap per subcarrier equalizer
is used at the output of receiver to counteract the channel
effects. The coefficients of this equalizer, ei for i ∈ {0, · · ·M −
1}, are obtained from the estimated CIR coefficients ĥ[l] as

ei =
1

Ĥ(z)

∣∣∣∣∣
z=wi

(48)

where Ĥ(z) =
∑Q−1

l=0 ĥ[l]z−l.

B. Results and Discussions

We first investigate the performance of the proposed method
under the assumption of a time-invariant channel, and then later
consider the case of a time-varying channel.

We begin with preliminary results aimed at justifying certain
assumptions and choices made in our work. In Fig. 3, we sketch
the cross-channel interference |Γn,p

i,j (μ)| for different values
of p and j when n and i are fixed. It is evident that only a
few subbands surrounding the target subband (here i = 16) are
contributing as interference sources; it is therefore justified to
set β = 2 in (34). Also, to support the choice of optimization
method, a particular realization of the LLF (28) is plotted as
a function of μ in Fig. 4, where the true CFO μo = 5% of

5For the separate estimation methods, we simply assume exact knowledge of
the missing parameters.
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Fig. 3. Interference level |Γn,p
i,j (μ)| from pth input sample of jth subband on

the nth output sample of ith subband (p ∈ {0, 1, . . . , 10}, j ∈ {0, 1, . . . , 63},
n = 4, i = 16, μo = 5%).

Fig. 4. Sample LLF versus CFO μ (μo = 5%, SNR = 40 dB, S = 64,
T = 6, and G = 1).

Fig. 5. RMSE of CFO estimation versus SNR (μo = 5%, S = 64, T = 6,
and G = 1).

subband spacing. In general, we find that the LLF is convex
in a wide region surrounding the true CFO.

Next, we investigate the performance of the proposed esti-
mator as a function of the SNR, where the following parameter
values are used: μo = 5%, S = 64, T = 6, and G = 1. Fig. 5
shows the RMSE performance of the CFO estimation for the
proposed joint ML, MLE-CFO and SMLE methods, along with
the CRB values as a function of SNR. To examine the effect
of data-interference on the estimator accuracy, we also include
results for the joint ML estimator when wsi[tn] (14) is set to
zero (under Joint without data). As discussed in Section IV,
the CRB is a function of the particular channel realization.
Therefore, in Fig. 5, the average, minimum and maximum CRB
over the different channel realizations are reported. Similarly,
Fig. 6 shows the RMSE performance of the CIR estimation for

Fig. 6. RMSE of CIR estimation versus SNR (μo = 5%, S = 64, T = 6,
and G = 1).

Fig. 7. BER versus SNR (μo = 5%, S = 64, T = 6, and G = 1).

the proposed joint ML (with and without data) and the MLE-
CIR methods, along with the CRB. However, unlike Fig. 5 for
CFO estimation, the dependency of the CRB on the channel
realization is negligible in this case and, accordingly, we just
report the average CRB.

It can be seen from Fig. 5 and 6 that at lower SNR, the
proposed joint ML estimator provides an accuracy close to
the (average) CRB for both the CFO and CIR parameters.
Moreover, as expected, the MLE-CFO and MLE-CIR methods
achieve the best performance since they benefit from exact
knowledge of the CIR and CFO, respectively. Also, the MLE-
CFO derived in this paper outperforms our previous SMLE
method. At higher SNR, the estimation accuracy for all the
methods reaches a lower floor due to several reasons. First,
the simplifications made in Section III-B limit the accuracy of
the estimator, whereas the CRB computation is exact. By in-
creasing β in (34), we observed that the RMSE floor decreases
at the cost of higher computational complexity. Another reason
is due to the data noise term wsi[tn] in (14) which effectively
limits the maximum achievable SNR to about 17 dB, consistent
with the theoretical value computed from data-interference’s
power in (15). Finally, the accuracy of the estimator is limited
by granularity of the search in the optimization process.

The BER performance of the OPRFB system employing
single-tap per subcarrier equalizer and CFO compensation us-
ing the proposed joint ML, MLE-CFO and MLE-CIR is shown
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Fig. 8. RMSE of CFO estimation versus number of pilot-times (μo = 5%,
S = 64, G = 1, and SNR = 20 dB).

Fig. 9. RMSE of CIR estimation versus number of pilot-times (μo = 5%,
S = 64, G = 1, and SNR = 20 dB).

in Fig. 7, where the BER under ideal CFO and CIR knowledge
is also provided as a benchmark. It can be seen that at high
SNR, all of the proposed methods can reach the lower bound
provided by ideal compensation, whereas the inaccuracy in
CFO estimation at low SNR results in increased BER for the
joint ML and MLE-CFO methods.

To clarify the tradeoff between estimation accuracy, on the
one hand, and spectral efficiency and complexity, on the other
hand, the RMSE performance of CFO and CIR estimation as
a function of the total number of pilot-times T is presented in
Figs. 8 and 9, respectively. These results show that the proposed
method estimates the CFO with similar accuracy as the average
CRB, whereas the CIR estimation performance remains slightly
above the CRB. It can also be noted that the reduction in RMSE
by increasing T is lower for larger values of T , which is typical
of a the 1/T behavior in parameter estimation. Similar results
(not reported here) are observed by increasing the number of
pilot-subbands S with fixed T .

Next, we compare the RMSE performance of the proposed
estimator with different distributions of pilots in frequency
when the total number of pilots NP is fixed. In particular,
Figs. 10 and 11 show the RMSE performance of the CFO and
CIR estimation as a function of SNR, respectively. It can be
observed that in terms of CFO estimation accuracy, scheme A

Fig. 10. RMSE of CFO estimation versus SNR for various pilot distributions
in frequency (μo = 5%, NP = 192, G = 1).

Fig. 11. RMSE of CIR estimation versus SNR for various pilot distributions
in frequency (μo = 5%, NP = 192, G = 1).

exhibits a superior performance compared to scheme B, due
to the reduced effect of the data interference. However, as the
pilots in scheme A are not scattered over the whole frequency
band, this scheme is not capable of properly estimating the en-
tire channel. Apart from the results associated to CIR estimation
with scheme A, it can be seen that smaller values of S (and
larger T ) result in a higher estimation accuracy.

Alternatively, the RMSE performance of the proposed joint
CFO and CIR estimator with different distributions of pilots in
time is shown in Figs. 12 and 13, respectively. In particular,
pilots are divided to G = 1, 2 and 3 groups and the estimator
provides G different estimates of CIR corresponding to each
group of pilots, whereas the CFO is assumed to be fixed over
time. In this scenario with time-invariant channel model, the
preamble implementation of the pilots (i.e., G = 1) displays a
more accurate estimation of CFO and CIR compared to the case
where G = 2 or G = 3. This superior performance is due to the
fact that the data-interference is less when G is smaller.

In the wireless communication, when at least one side of the
transmission (transmitter or receiver) is mobile, a Doppler shift
spreads the signal in frequency and results in time-variation
of the CIR. In Figs. 14 and 15, the RMSE performance of
the proposed joint CFO and CIR estimation method for vari-
ous distributions of pilots in time is plotted as a function of
the maximum Doppler frequency fD. The maximum Doppler
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Fig. 12. RMSE of CFO estimation versus SNR for various pilot distributions
in time (μo = 5%, S = 64, T = 12).

Fig. 13. RMSE of CIR estimation versus SNR for various pilot distributions
in time (μo = 5%, S = 64, T = 12).

Fig. 14. RMSE of CFO estimation versus Doppler Frequency (μo = 5%,
S = 64, T = 12, and SNR = 20 dB).

frequency can be derived as fD = vfc/c0, where v is the
mobile speed in m/s, fc is the carrier frequency and c0 = 3×
108 m/s is the speed of light. Here, we assume fc = 800 MHz
(similar to LTE and GSM). The values of fD in Figs. 14 and 15,
are equivalent to 4 different mobile speeds, that is 5, 60, 120
and 250 km/h corresponding to the speed of pedestrian, car
in the urban area, car in the highway and high-speed train,
respectively. The comparisons between these patterns show that
for low mobility, CFO can be better estimated by the preamble

Fig. 15. RMSE of CIR estimation versus Doppler Frequency (μo = 5%, S =
64, T = 12, and SNR = 20 dB).

implementation of the pilots. However, with increased mobility,
the difference between the CFO estimation accuracy with G =
1, 2 and 3 is negligible, whereas the scattered pilot schemes, i.e.,
G = 2 or 3, estimate the CIR slightly better than the preamble
implementation of the pilots.

VI. CONCLUSION

In this paper, we proposed a data-aided joint ML estimator
of CFO and CIR for OPRFB transceivers, where its complexity
was considerably reduced through simplifying the underlying
LLF. The CRB on the joint estimator variance was also derived
and used as a benchmark. Moreover, different distributions of
pilots over time-frequency plane were considered and tested
for various scenarios over time-invariant and time-varying fre-
quency selective channels. Simulation results demonstrated that
the proposed estimator exhibits a performance close to the
CRB and can robustly estimate CFO and CIR over different
experimental setups. The development of a joint time offset
estimator (along with the CFO and CIR) and a more extensive
study of synchronization of OPRFB over time-varying channels
can be seen as an interesting avenues to explore in the future.

APPENDIX A
SUBBAND NOISE

Due to the PR property imposed on fi[n] in (2), the covari-
ance of the zero-mean term νi[n](10) can be written as

E
{
νi[p]ν

∗
j [r]

}
=E

{ ∞∑
q1=−∞

ν[q1]f
∗
i [q1 − pK]

∞∑
q2=−∞

ν∗[q2]fj [q2 − rK]

}

=

∞∑
q1=−∞

∞∑
q2=−∞

E {ν[q1]ν∗[q2]} f ∗
i [q1 − pK]fj [q2 − rK]

=

∞∑
q1=−∞

∞∑
q2=−∞

δq1q2σ
2
νf

∗
i [q1 − pK]fj [q2 − rK]

=σ2
ν

∞∑
q=−∞

f ∗
i [q − pK]fj [q − rK]

=δijδprσ
2
ν . (49)
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APPENDIX B
STATISTICAL PROPERTIES OF DATA-INTERFERENCE

Considering the input signal as an independent zero-mean
random data sequence with variance σ2

x and based on the central
limit theorem, we can model wsi [tn] as a zero-mean Gaussian
random signal with

E
{
wsi [tn]w

∗
si′

[tn′ ]
}
= σ2

x

∑
j �∈S

∑
p �∈T

Γj,p
si,tn

(μ)
(
Γj,p
si′ ,tn′ (μ)

)∗

(50)

where Γj,p
si,tn

(μ) =
∑Q−1

l=0 γj,p
si,tn

(l, μ)h[l]. When si �= si′ , due
to excellent frequency selectivity of the prototype filters and
similar to the simplification in (34), we can write that either
Γj,p
si,tn

(μ) � 0 or Γj,p
si′ ,tn

(μ) � 0 for j �∈ S . As a result, (50) can
be approximated

E
{
wsi [tn]w

∗
si′

[tn′ ]
}
� δsisi′σ

2
x

∑
j �∈S

∑
p �∈T

Γj,p
si,tn

(μ)

×
(
Γj,p
si,tn′ (μ)

)∗
. (51)

Similarly, when tn �= tn′ , either |p− tn| ≥ 2 or |p− tn′ | ≥ 2
for p �∈ T in any implemented scheme of pilot distributions in
time. As a result, for small values of μ and based on the PR
property of the system, we can deduce that either Γj,p

si,tn
(μ) � 0

or Γj,p
si,tn′ (μ) � 0 for p �∈ T . Therefore, we can write

E
{
wsi [tn]w

∗
si′

[tn′ ]
}
� δsisi′ δtntn′σ

2
w (52)

where σ2
w is the variance of wsi[tn]

σ2
w = E

{
|wsi [tn]|

2
}
= σ2

x

∑
p �∈T

∑
j �∈S

∣∣∣Γj,p
si,tn

(μ)
∣∣∣2 . (53)
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