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Abstract—In this work, we propose a novel adaptive reduced-
rank receive processing strategy based on joint preprocessing,
decimation and filtering (JPDF) for large-scale multiple-antenna
systems. In this scheme, a reduced-rank framework is employed
for linear receive processing and multiuser interference suppres-
sion based on the minimization of the symbol-error-rate (SER) cost
function. We present a structure with multiple processing branches
that performs a dimensionality reduction, where each branch
contains a group of jointly optimized preprocessing and decima-
tion units, followed by a linear receive filter. We then develop
stochastic gradient (SG) algorithms to compute the parameters of
the preprocessing and receive filters, along with a low-complexity
decimation technique for both binary phase shift keying (BPSK)
and M-ary quadrature amplitude modulation (QAM) symbols. In
addition, an automatic parameter selection scheme is proposed
to further improve the convergence performance of the proposed
reduced-rank algorithms. Simulation results are presented for
time-varying wireless environments and show that the proposed
JPDF minimum-SER receive processing strategy and algorithms
achieve a superior performance than existing methods with a
reduced computational complexity.

Index Terms—Adaptive algorithms, minimum-SER, reduced-
rank techniques, large-scale multiple-antenna systems.

I. INTRODUCTION

THE USE OF large-scale multiple-antenna systems, as
in e.g., massive multiple-input multiple-output (MIMO)
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communications, has become a highly popular approach to sup-
port the efficient and flexible multiple access schemes needed
in the next generation of wireless cellular, local area [1]–[4] and
multibeam satellite networks [5]. In this context, a key problem
that has been receiving significant attention is the design of
efficient and flexible space-time processing techniques at the
receiver side. Space-time processing can be used to separate
signals transmitted in the same frequency band, and provides
a practical means of supporting multiple users through space
division multiple access [6]–[8]. Indeed, systems equipped with
large-scale antenna arrays can substantially increase the system
capacity and improve the quality and reliability of wireless links
via beamforming and spatial multiplexing [9]. The problem
of detecting a desired user’s signal in a multiuser large-scale
multiple-antenna system presents many signal processing chal-
lenges, including: the need for algorithms with the ability to
process large-dimensional received data vectors, fast and accu-
rate adjustment of system parameters, scalable computational
complexity and the development of cost-effective interference
mitigation schemes.

Adaptive techniques are among the most commonly used
approaches to continually adjust the receiver weights for de-
tecting a desired signal, while coping with changes in the
radio signal environment and reducing computational complex-
ity [10]. However, one problem for the standard, i.e., full-
rank adaptive algorithms is that their convergence performance
deteriorates rapidly with an increase in the eigenvalue spread
of the received data covariance matrix, as measured by its
condition number [11]–[14].1 This situation is usually worse
when a filter with a large number of adaptive weights is em-
ployed to operate on large-dimensional received data vectors.
In this context, reduced-rank signal processing has received
significant attention in the past years and it has become a key
technique for application to large adaptive systems, since it
can provide faster training, better tracking performance and in-
creased robustness against interference as compared to standard

1In the current context of multi-user transceiver design, reduced-rank tech-
niques were primarily meant to reduce the complexity of non-adaptive full-
rank algorithms [15] and increase the speed of adaptive parameter estimation
tasks. While the computational complexity of on-line full-rank adaptive al-
gorithms such as stochastic gradient (SG) based algorithms (e.g., least-mean
square (LMS) and its variations) is relatively small, they are characterized
by extremely slow convergence in these applications, as will be illustrated in
Section VI. The main problem of interest, therefore, is how to design low-
complexity reduced-rank algorithms to increase the convergence speed and
tracking performance in the presence of large-dimensional filters.
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methods. The reduced-rank technique projects the large-
dimensional received data vector onto a lower dimensional
subspace and performs the filtering optimization within this
subspace. A number of reduced-rank algorithms have been
developed to design the subspace projection matrix and the
reduced-rank receive filter [11]–[24]. Among the first schemes
are the eigendecomposition-based (EIG) algorithms [11], [12]
and the multistage Wiener filter (MSWF) investigated in [13],
[14]. EIG and MSWF have fast convergence speed, but their
computational complexity is relatively high. A strategy based
on the joint and iterative optimization (JIO) of a subspace
projection matrix and a reduced-rank receive filter has been
reported in [16]–[20], whereas algorithms using joint prepro-
cessing, decimation and filtering (JPDF) schemes have been
considered in [21]–[24].

However, most of the contributions to date are either based
on the minimization of the mean square error (MSE) and/or the
minimum variance criteria [10]–[24], which are not the most
appropriate metrics from a performance viewpoint in digital
communications where a standard measure of transmission
reliability is the symbol-error-rate (SER) rather than MSE.
Transceiver design approaches that can minimize the SER
have been reported in [6], [25]–[31] and are termed adaptive
minimum-SER (MSER) techniques. It is also well known that
MSER algorithms lose their advantage when working with
large filters and that the use of reduced-rank techniques can
speed up their training. The work in [30] appears to be the first
approach to devise a reduced-rank algorithm with the MSER
criterion. However, the resulting scheme is a hybrid between an
EIG or an MSWF approach, and a SER scheme in which only
the reduced-rank receive filter is adjusted in an MSER fashion.
The recently reported work in [32] investigates a novel adaptive
reduced-rank strategy based on JIO of the receive filters accord-
ing to the MSER criterion. The performance results verify that
the MSER-JIO reduced-rank algorithm outperforms the MSER-
EIG and the MSER-MSWF reduced-rank algorithms. A limita-
tion of the work in [32] is that the subspace projection matrix
might contain a very large number of parameters in large-scale
multiple-antenna systems, which increases the cost and impacts
the training of the receiver. To the best of our knowledge, these
existing works on MSER techniques have not addressed the
key problem of performance degradation experienced when the
filters become larger and their convergence is slow compared to
that of MSE-based techniques.

In this work, we propose a new adaptive reduced-rank receive
processing front-end for multiuser large-scale multiple-antenna
systems that incorporates the joint preprocessing, decimation
and filtering (JPDF) structure adaptively optimized on the
basis of the MSER criterion. The proposed scheme employs
a multiple-branch structural framework, where each branch
contains a preprocessing filter, a decimation unit and a linear
reduced-rank receive filter. It constitutes a general receive front-
end which can be combined with several linear and nonlinear
receiver architecture, but with the key advantage of requiring a
much smaller set of adaptive parameters for its adjustment. The
dimensionality reduction is carried out by the preprocessing
filter and the decimation unit. After dimensionality reduction,
a linear receive filter with reduced dimensionality is applied

to suppress the multiuser interference and provide an estimate
of the desired user’s symbols. The final decision is generated
among the branch estimates according to the minimum
Euclidean distance between a training symbol and the output
of each filtering branch. At each time instant, the preprocessing
filter and the reduced-rank receive filter are optimized based
on the MSER criterion using the given decimation unit for
each branch. We devise stochastic gradient (SG) algorithms to
compute the parameters of the preprocessing and receive filters
along with a low-complexity decimation technique for both bi-
nary phase shift keying (BPSK) symbols and M-ary quadrature
amplitude modulation (QAM) symbols. A unique feature of our
scheme is that all component filters have a small number of
parameters and yet can ensure the effectiveness of MSER-type
methods. In order to further improve the convergence perfor-
mance of the proposed algorithms, we also develop an auto-
matic parameter selection scheme to determine the lengths of
the preprocessor and the reduced-rank receive filter.

The proposed reduced-rank MSER-JPDF technique can op-
erate as a receive-processing front-end which is much simpler
than a zero forcing (ZF) or minimum mean square error (MMSE)
filter. It can be combined with other interference cancellation
algorithms and offers a significantly better performance than
the matched filter. A detailed analysis of the SG-based adaptive
MSER algorithm for updating the parameters of the reduced-
rank JPDF structure is carried out in terms of computational
complexity and convergence behavior. In simulations over mul-
tipath time-varying fading channels, the proposed MSER-JPDF
receive processing strategy and adaptive algorithms exhibit
a performance much superior to that of full-rank adaptive
techniques. Furthermore, compared to existing MSER-based
reduced-rank algorithms, the new algorithms can significantly
reduce the computational complexity and speed up the training.
The contributions of this paper are summarized as follows:

I) A novel MSER reduced-rank scheme that incorporates
the JPDF structure is proposed for multiuser large-scale
multiple-antenna systems.

II) For each branch of the JPDF structure, we develop
adaptive SG algorithms to update the preprocessing and
receive filters for BPSK and QAM symbols according
to the MSER criterion.

III) We also propose a selection mechanism for choos-
ing the optimal branch corresponding to the minimum
Euclidean distance and present a low-complexity design
for the decimation unit.

IV) An automatic parameter selection scheme is proposed
to further increase the convergence performance of the
proposed reduced-rank algorithms.

V) For the proposed algorithms, we perform a detailed per-
formance analysis in terms of computational complexity
and convergence.

The paper is structured as follows. Section II briefly de-
scribes the system model and the problem statement, while
the JPDF reduced-rank scheme is introduced in Section III. In
Section IV, the proposed adaptive MSER-JPDF reduced-rank
algorithms are developed to efficiently update the preprocessing
filter and the reduced-rank receive filter for both BPSK and
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QAM symbols. The analysis of computational complexity and
convergence behavior for the proposed algorithms is conducted
in Section V. The simulation results are presented in Section VI
while conclusions are drawn in Section VII.

II. SYSTEM MODEL AND PROBLEM STATEMENT

We consider the uplink of a large-scale multiple-antenna
system with K mobile users and a base station comprised of L
identical omnidirectional antenna elements, where L is a large
integer and K � L. The signals from the K users are modulated
and transmitted over multipath channels, after which they are
received and demodulated by the base station. In this work, the
propagation effects of the multipath channels are modeled by
finite impulse response (FIR) filters with Lp coefficients. We
assume that the channel can vary over a block of transmitted
symbols and that the receivers remain perfectly synchronized
with the main propagation path.

The demodulated signal received at the ν-th antenna element
and i-th time instant, after applying a filter matched to the signal
waveform and sampling at symbol rate, is expressed by

rν(i)=
K−1∑
k=0

Lp−1∑
μ=0

hk,ν,μ(i)bk(i−μ)+nν(i), ν ∈ {0, . . . , L−1},
(1)

where hk,ν,μ(i) is the sampled impulse response between user k
and receive antenna ν for path μ ∈ {0, . . . , Lp−1}, bk(i) are the
data symbols of user k ∈ {0, . . . , K−1}, and nν(i) are samples
of white Gaussian noise. By collecting the samples of the re-
ceived signal and organizing them in a window of P symbols for
each antenna element, we obtain the LP×1 received vector as

r(i) = H(i)b(i) + n(i). (2)

In this expression, r(i)=[rT
0 (i), . . . , rT

L−1(i)]T
contains the sig-

nals that are collected by the L antennas, the P×1 vector rν(i)=
[rν(i), . . . , rν(i − P + 1)]T , contains the signals that are col-
lected by the ν-th antenna and are organized into a vector. The

K(P + Lp−1)×1 vector b(i)=[bT
0 (i), . . . , bT

K−1(i)]T
is com-

posed of the data symbols that are transmitted from the K users,
with bk(i)=[bk(i), . . . , bk(i−(P + Lp−2))]T being the i-th
block of transmitted symbols with dimensions (P + Lp−1)×1.
The LP×K(P + Lp−1) channel matrix H(i) is expressed as

H(i) =

⎛
⎜⎜⎜⎝

H0,0(i) H0,1(i) . . . H0,K−1(i)
H1,0(i) H1,1(i) . . . H1,K−1(i)

...
...

. . .
...

HL−1,0(i) HL−1,1(i) . . . HL−1,K−1(i)

⎞
⎟⎟⎟⎠
(3)

where the P × (P + Lp − 1) matrices Hν,k(i) are given by (4),
shown at the bottom of the page. Specifically, let us assume
that the sequence of transmitted symbols by the k-th users,
i.e., bk(i), are independent and identically distributed (i.i.d)
random variables drawn from a given symbol set. In this
work, BPSK and M-ary square QAM symbol constellations are
adopted, although extensions to other types of constellations are
possible. For the BPSK case, the symbols bk(i) are uniformly
drawn from {±1}. For the M-ary square QAM case, the symbols
are uniformly drawn from {Fm + jFn : 1 ≤ m, n ≤ √

M}, where
integer M is a perfect square and we define Fn = 2n − √

M − 1.
Without loss of generality, we index the desired user as k = 0.
The term n(i) ∈ CLP×1 is an additive noise vector, which is
assumed to be Gaussian, spatially white, independent over
time, with zero-mean and covariance matrix E[n(i)nH(i)] =
σ 2I, where σ 2 denotes the variance, I is an identity matrix
of dimension LP, and (.)H stands for the Hermitian transpose
operation. The transmitted symbols from the different users and
the noise vectors are mutually independent.

The full-rank beamforming receiver design is equivalent to
determining an FIR filter w(i) with LP coefficients that provide
an estimate of the desired signal as

b̂0(i) = Q
{
wH(i)r(i)

}
, (5)

where Q{.} represents the quantization operation for the
given constellation and w(i) = [w0, . . . , wLP−1]T ∈ C

LP×1 is
the complex weight vector of the receive filter. However, the
dimensionality of w(i) can become excessive for large antenna-
array systems, which leads to computationally intensive imple-
mentations and slow convergence performance when full-rank
adaptive algorithms are employed [11]–[14]. The reduced-rank
schemes, which process the received vector r(i) in two stages,
have been proposed to overcome these limitations [11]–[20].
The first stage performs a dimensionality reduction by
projecting the large dimensional data vector r(i) onto a lower
dimensional subspace. The second stage is carried out by
a reduced-rank receive filter. The output of a reduced-rank
scheme is given by

b̂0(i) = Q
{
w̄H(i)SH

D(i)r(i)
} = Q

{
w̄H(i)r̄(i)

}
, (6)

where SD(i) denotes an LP × D projection matrix2 which is ap-
plied to the received vector to extract the most important infor-
mation from the data by performing dimensionality reduction,
where 1 ≤ D < LP, and w̄(i) = [w̄0, w̄1, . . . , w̄D−1]T ∈ CD×1

2In this paper, projection simply refers to a linear transformation from a
space of large dimension LP to a space of smaller dimension D.

Hν,k(i) =

⎛
⎜⎜⎜⎝

hk,ν,0(i) . . . hk,ν,Lp−1(i)
hk,ν,0(i − 1) . . . hk,ν,Lp−1(i − 1)

. . . . . .
. . .

hk,ν,0(i − P + 1) . . . hk,ν,Lp−1(i − P + 1)

⎞
⎟⎟⎟⎠ (4)
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denotes the reduced-rank receive filter. In (6), for convenience,
the D × 1 projected received vector is denoted as

r̄(i) = SH
D(i)r(i). (7)

The basic problem in implementing the MSER reduced-rank
receive processing scheme is how to effectively devise the
projection matrix SD(i) and the reduced-rank receive filter w̄(i).
In the following sections, we propose and investigate a new
structure and adaptive algorithms for on-line estimation of these
quantities based on the minimization of the SER cost function
[6], [25]–[31].

III. PROPOSED MSER-JPDF REDUCED-RANK LINEAR

RECEIVE PROCESSING SCHEME

In this section, we detail the proposed MSER-JPDF reduced-
rank linear receive processing scheme. Apart from the con-
ventional reduced-rank techniques, the most direct method to
reduce the dimensionality of the received vector is to deci-
mate its content, i.e., to retain a subset of its elements while
discarding the rest. However, this approach may entail a loss
of information and therefore result in poor convergence per-
formance. To overcome this problem, the proposed technique
first performs a linear preprocessing operation on the received
vector, then the output of the preprocessor is handled by a
decimator, followed by a reduced-rank receive filter [17], [24].
With the aid of the linear preprocessing, essential information
conveyed by the input signals can be preserved in the lower
dimensional data vector operated upon by the reduced-rank
receive filter. Since wireless channels tend to vary rapidly,
and the determination of the optimal decimator is prohibitively
complex due to the need for an exhaustive search, we propose
to create several branches of preprocessing, decimation and
reduced-rank receive filters based on a number of different fixed
decimators [21]. For a given branch, the preprocessor and the
reduced-rank receive filter are jointly designed according to the
MSER criterion. The final symbol estimate is generated among
the outputs of the multiple filtering branches according to the
minimum Euclidean distance criterion.

A. Overview of the MSER-JPDF Scheme

We design the subspace projection matrix SD(i) by consid-
ering preprocessing and decimation. In this case, the receive
filter length is substantially decreased (i.e., D � L), which in
turn significantly reduces the computational complexity and
leads to very fast training for large-scale multiple-antenna
systems. The proposed MSER-JPDF scheme for the desired
user is depicted in Fig. 1. The LP × 1 received vector r(i)
is processed by a parallel structure consisting of B branches,
where each branch contains a preprocessing filter and a dec-
imation unit, followed by a reduced-rank receive filter. In the
l-th branch, l ∈ {0, . . . , B − 1}, the received vector is operated
by the preprocessor pl(i) = [p0,l(i), . . . , pI−1,l(i)]T with length
I < LP. The output of the preprocessor on the l-th branch is
expressed as

r̃l(i) = PH
l (i)r(i) (8)

Fig. 1. Structure of the proposed MSER-JPDF scheme.

where the LP × LP Toeplitz convolution matrix Pl(i) is
given by3

Pl(i) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

p0,l(i) 0 . . . 0
... p0,l(i) . . . 0

pI−1,l(i)
... . . . 0

0 pI−1,l(i) . . . 0
...

...
. . .

...

0 0 . . . p0,l(i)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (9)

In order to facilitate the description of the scheme, we describe
the vector r̃l(i) as a function of the preprocessor vector pl(i)
and an input data matrix R(i) as follows:

r̃l(i) = PH
l (i)r(i) = R(i)p∗

l (i) (10)

where (.)∗ stands for the element-wise conjugate operation and
the LP × I matrix R(i) is obtained from the received samples
r(i) = [rT

0 (i), . . . , rT
L−1(i)]T and has a Hankel structure shown

in [21], [24] and [33].
The dimensionality reduction is performed by a decimation

unit implemented as a D×LP decimation matrix Tl that projects
r̃l(i) onto the D × 1 vector r̄l(i), where D is the rank of Tl.
Specifically, the D×1 vector r̄l(i) for the l-th branch is given by

r̄l(i) = TlPH
l (i)︸ ︷︷ ︸

SH
D,l(i)

r(i) = Tlr̃l(i) = TlR(i)p∗
l (i) (11)

where SD,l(i) denotes the equivalent subspace projection ma-
trix. The output of the reduced-rank receive filter w̄l(i) corre-
sponding to the l-th branch is given by

xl
0(i) = w̄H

l (i)r̄l(i) (12)

which is used in the minimization of the error probability for
that branch.

As seen from Fig. 1, the proposed scheme employs B par-
allel branches of preprocessors, decimators and receive filters.
The optimum branch is selected according to the minimum
Euclidean distance criterion, that is:

lopt = arg min
0≤l≤B−1

∣∣∣b0(i) − xl
0(i)

∣∣∣ , (13)

3Space-time processing is used in the current setting due to both intersymbol
and multiuser interferences. In this case, these interferences can be jointly
suppressed by jointly processing the received signal in the temporal and spatial
domains [18], [23].
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where |.| represents the magnitude of a complex scalar and b0(i)
refers to a known sequence of training symbols transmitted by
the desired user and available at the receiver side. The output of
the MSER-JPDF is given by

b̂0(i) = Q
{

x
lopt

0 (i)
}

= Q
{

w̄H
lopt

(i)r̄lopt(i)
}

. (14)

We can claim that more branches will result in better perfor-
mance for the proposed algorithm. However, considering the
affordable complexity, we have to configure the algorithm with
the number of branches as small as possible and yet achieve
a satisfactory performance. As will be shown in the simulation
results, the proposed MSER-JPDF reduced-rank algorithm with
the number of branches B set to 4 offers an attractive tradeoff
between performance and complexity.

B. Design of the Decimation Unit

In this work, the elements of the decimation matrix only take
the value 0 or 1, which corresponds to the decimation unit
simply keeping or discarding its samples. The optimal decima-
tion scheme exhaustively explores all possible patterns which
select D samples out of LP samples. In this case, the design can
be viewed as a combinatorial problem where the total number
of patterns is B = LP(LP − 1) . . . (LP − D + 1). However, the
optimal decimation scheme is too complex for practical use and
several low-complexity approaches such as the uniform deci-
mation, the pre-stored decimation and the random decimation
have been investigated [21], [22]. Among these approaches,
the pre-stored decimation provides a suboptimal solution to
generate simple and yet effective decimation matrices. In this
work, we therefore use the low-complexity pre-stored method,
in which the l-th decimation matrix is formed as

Tl = [tl,0 tl,1 . . . tl,D−1]T, l ∈ {0, . . . , B − 1} (15)

where the LP × 1 vector tl,d is composed of a single 1 and
LP − 1 0s, as given by

tl,d =
⎡
⎢⎣0, . . . , 0︸ ︷︷ ︸

vl,d

, 1, 0, . . . , 0︸ ︷︷ ︸
LP−vl,d−1

⎤
⎥⎦

T

, d ∈ {0, . . . , D − 1} (16)

and vl,d is the number of zeros before the non-zero entry. Hence,
each row of decimation matrix Tl is all zero but for one entry
which is set to 1; furthermore, we require that the ones in
different row occupy different positions. Specifically, we set the
values of vl,d in a deterministic way, which can be expressed as

vl,d =
⌊

LP

D

⌋
d + l (17)

where �.� represents the floor function, which returns the largest
integer that is smaller than or equal to its argument. The
simulation results will show that the proposed MSER-JPDF
reduced-rank scheme with the above suboptimal decimation
scheme performs very well.

IV. PROPOSED ADAPTIVE ALGORITHMS

In this section, we introduce the proposed adaptive MSER-
JPDF reduced-rank algorithms. In particular, we develop the
MSER-based adaptive algorithms to update the preprocessing
filter pl(i) and the reduced-rank receive filter w̄l(i) for each
branch. Note that the subspace projection introduced in (11)
is linear and hence, the transformed noise, i.e., TlPH

l (i)n(i),
also follows a Gaussian distribution, allowing us to derive the
MSER based algorithms. We first consider the case of BPSK
symbols, and then extend the presentation to QAM symbols.
The derivation is general in its conceptual approach and it could
be extended to other modulation schemes. Subsequently, we
propose an automatic parameter selection scheme to determine
the lengths of the preprocessor and the reduced-rank receive
filter during on-line operation.

A. Adaptive MSER-JPDF Algorithm for BPSK Symbols

Firstly, let us consider the case with BPSK symbols. The
symbol decision b̂0(i) can be made as

b̂0(i) =
{

+1, if 	 [
xl

0(i)
] ≥ 0

−1, if 	 [
xl

0(i)
]

< 0
(18)

where 	[.] selects the real part and xl
0(i) is the output of the

l-th branch as given in (12). Note that at the i-th block of trans-
mitted symbols and for a given desired symbol b0(i), there are
Nb = 2(P+Lp−1)K−1 different possible arrangements (i.e., ((P +
Lp − 1)K − 1)-tuples) of the binary multiuser interference
(MUI) symbols bk(i − μ), where k ∈ {1, . . . , K − 1} and μ ∈
{0, . . . , P + Lp − 2}, and the binary intersymbol interference
(ISI) symbols b0(i − μ′), where μ′ ∈ {1, . . . , P + Lp − 2}.
Then, we define a set:

X = {b̃0
, b̃

1
, . . . , b̃

Nb−1} (19)

which contains all possible transmitted symbol vectors of size
K(P + Lp − 1) × 1 for a given b0(i). The noise-free component
of the reduced-rank receive filter corresponding to the l-th
branch takes its value from the set

Y =
{

x̄l,q
0 = w̄H

l (i)TlPH
l (i)H(i)b̃

q : 0 ≤ q ≤ Nb − 1
}

(20)

where b̃
q ∈ X . Based on the Gaussian distribution for the

additive noise in (2) and assuming an equiprobable model for
the Nb possible transmit vectors b̃

q
, we can express the proba-

bility density function (PDF) for the real part of the reduced-
rank receive filter output corresponding to the l-th branch,
conditioned on the desired symbol b0(i), as

fl (x|b0(i)) = 1

Nbσ

√
2πw̄H

l (i)TlPH
l (i)Pl(i)TH

l w̄l(i)

×
Nb−1∑
q=0

e
−

∣∣∣∣x−	
[

x̄
l,q
0

]∣∣∣∣2
2σ2w̄H

l (i)TlP
H
l (i)Pl(i)T

H
l w̄l(i)

(21)
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where x̄l,q
0 ∈ Y . In practice, the PDF of the reduced-rank receive

filter output should be estimated using kernel density estimation
[36] based on a block of experimental data. Specifically, given
J observations of the array output vector, denoted as rν where
ν ∈ {0, 1, . . . , J − 1}, a kernel estimate of the true PDF is
given by

f̃l (x|b0(i)) = 1

Jρ

√
2πw̄H

l (i)TlPH
l (i)Pl(i)TH

l w̄l(i)

×
J−1∑
ν=0

e
−

∣∣∣x−	
[
xl,ν
0

]∣∣∣2
2ρ2w̄H

l (i)TlP
H
l (i)Pl(i)T

H
l w̄l(i)

(22)

where ρ represents the radius parameter or width of the kernel
density estimate and xl,ν

0 denotes the output of the l-th branch
reduced-rank receive filter corresponding to the ν-th testing
vector rν . In order to design a practical on-line adaptive al-
gorithm with moderate complexity, we consider the following
single-sample estimate of the true PDF4

f̃l (x|b0(i)) = 1√
2πρ

e
−

∣∣∣x−	
[
xl
0(i)

]∣∣∣2
2ρ2 . (23)

Subsequently, based on the PDF estimate (23) we obtain the
instantaneous SER estimate corresponding to the l-th branch of
the proposed reduced-rank scheme, as given by (24), shown at
the bottom of the page. In order to simplify this expression, we

define a new quantity s = x−	[xl
0(i)]√

2ρ
. Then, we can express the

BPSK SER by means of the following unified expression:

P l
e

(
w̄l(i), pl(i)

) =
∫ −	

[
xl
0(i)

]
sign(b0(i))√
2ρ

−∞
1√
π

e−s2
ds (25)

where sign(.) denotes the signum function.
In the following, we derive the gradient terms for the

reduced-rank receive filter and the preprocessing vector for
each branch. By computing the gradient of (25) with respect to
w̄∗

l (i) and after further mathematical manipulations we obtain

∂P l
e

(
w̄l(i), pl(i)

)
∂w̄∗

l
= − sign (b0(i))

1√
2πρ

e
−

∣∣∣	[
xl
0(i)

]∣∣∣2
2ρ2

× TlPH
l (i)r(i)

(26)

4As discussed in [6], [26], [27], the SER does not change significantly
with the quantity w̄H

l (i)TlP
H
l (i)Pl(i)T

H
l w̄l(i). Therefore, in order to sim-

plify the gradient of the resulting estimated SER, we can drop the term
w̄H

l (i)TlP
H
l (i)Pl(i)T

H
l w̄l(i) and employ a constant kernel width ρ, which leads

to significant reductions in computational complexity.

In order to derive the gradient terms for the preprocessor
pl(i), we define the LP × 1 vector TH

l w̄l(i) = [d0(i), d1(i), . . . ,
dLP−1(i)]T . The reduced-rank receive filter output can be
rewritten as

xl
0(i) = w̄H

l (i)TlPH
l (i)r(i) = pH

l (i)DH(i)r(i), (27)

where the LP × I matrix D(i) has the following structure

D(i) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

d0(i) 0 . . . 0
d1(i) d0(i) . . . 0

...
...

. . .
...

dI−1(i) dI−2(i) . . . d0(i)
dI(i) dI−1(i) . . . d1(i)

...
...

. . .
...

dLP−1(i) dLP−2(i) . . . dLP−I(i)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (28)

By computing the gradient of (25) with respect to p∗
l (i), we

obtain

∂P l
e

(
w̄l(i), pl(i)

)
∂p∗

l
= − sign (b0(i))

1√
2πρ

e
−

∣∣∣	[
xl
0(i)

]∣∣∣2
2ρ2

× DH(i)r(i).

(29)

The preprocessing filter and the reduced-rank receive filter
are jointly optimized according to the MSER criterion [6], [27].
The proposed SG update equations for the l-th branch for BPSK
symbols are obtained by substituting the gradient terms (26)
and (29) in the following expressions

w̄l(i + 1) = w̄l(i) − μw
∂P l

e

(
w̄l(i), pl(i)

)
∂w̄∗

l
(30)

and

pl(i + 1) = pl(i) − μp
∂P l

e

(
w̄l(i), pl(i)

)
∂p∗

l
, (31)

where μw and μp are the step-size values. At each time instant,
these two vectors for a given branch l are updated in an
alternating way. The algorithm is devised to start its operation in
the training (TR) mode, where a known training sequence b0(i)
is employed, and then to switch to the decision-directed (DD)
mode, where the estimated symbols b̂0(i) from (18) are used to
compute the gradients in (26) and (29). Expressions (30) and
(31) need initial values, that is w̄l(0) and pl(0). The proposed
MSER-JPDF algorithm for BPSK modulation is summarized
in Table I.

P l
e

(
w̄l(i), pl(i)

) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∫ 0
−∞

1√
2πρ

e
−

∣∣∣x−	
[
xl
0(i)

]∣∣∣2
2ρ2 dx, if b0(i) = +1

∫ ∞
0

1√
2πρ

e
−

∣∣∣x−	
[
xl
0(i)

]∣∣∣2
2ρ2 dx, if b0(i) = −1

(24)
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TABLE I
ADAPTIVE MSER-JPDF REDUCED-RANK ALGORITHM FOR BPSK SYMBOLS

B. Adaptive MSER-JPDF Algorithm for QAM Symbols

Let us consider the case with M-ary QAM symbols. For the
proposed reduced-rank scheme, the symbol error probability
regarding the l-th branch can be represented as

P l
e

(
w̄l(i), pl(i)

) = P l,R
e

(
w̄l(i), pl(i)

) + P l,I
e

(
w̄l(i), pl(i)

)
− P l,R

e

(
w̄l(i), pl(i)

)
P l,I

e

(
w̄l(i), pl(i)

)
(32)

where P l
e(w̄l(i), pl(i)) = Prob{b0(i) = b̂0(i)} denotes the total

SER while P l,R
e (w̄l(i), pl(i)) = Prob{	[b0(i)] = 	[b̂0(i)]} and

P l,I
e (w̄l(i), pl(i)) = Prob{�[b0(i)] = �[b̂0(i)]} denote the real

part and imaginary part SERs, respectively (here, �[.] selects
the imaginary part). The optimization problem is formulated to
minimize an upper bound of the SER as follows [6]:

min
w̄l(i),pl(i)

P̄ l
e

(
w̄l(i), pl(i)

)
(33)

where P̄ l
e(w̄l(i), pl(i)) = P l,R

e (w̄l(i), pl(i)) + P l,I
e (w̄l(i), pl(i)).

For small values of SER, since the true SER P l
e(w̄l(i), pl(i))

is quite close to the upper bound P̄ l
e(w̄l(i), pl(i)), the solution

obtained by minimizing (33) is practically relevant and thus we
pursue this strategy.

The output of the reduced-rank receive filter corresponding
to the l-th branch can be expressed as

xl
0(i) = ωl

0,0(i)b0(i) +

residual ISI︷ ︸︸ ︷
P+Lp−2∑

μ=1

ωl
0,μ(i)b0(i − μ)

+

residual MUI︷ ︸︸ ︷
K−1∑
k=1

P+Lp−2∑
μ=0

ωl
k,μ(i)bk(i − μ) +e(i).

(34)

In this expression, we haveωl
k,μ(i)= w̄H

l (i)TlPH
l (i)hk,μ(i), where

hk,μ(i) denotes the μ-th column vector of matrix [HT
0,k(i),

. . . , HT
L−1,k(i)]T , μ ∈ {0, . . . , P+ Lp − 2}, k ∈ {0, . . . , K − 1},

while the term e(i)= w̄H
l (i)TlPH

l (i)n(i). Note that the multiplier
of the desired symbol, i.e., ωl

0,0(i) in (34) is a complex number

which can be represented as ωl
0,0(i) = w̄H

l (i)TlPH
l (i)h0,0(i) =

pH
l (i)DH(i)h0,0(i). To simplify the detection of M-QAM sym-

bols, we apply the following phase rotation operations to trans-
form these complex multipliers into real and positive quantities,
which in effect corresponds to the substitution

w̄l(i) ← ωl
0,0(i)∣∣∣ωl
0,0(i)

∣∣∣ w̄l(i) (35)

or

pl(i) ← ωl
0,0(i)∣∣∣ωl
0,0(i)

∣∣∣pl(i). (36)

By using (35) for the reduced-rank receive filter or (36) for
the preprocessing filter, we have equivalently ω

l,R
0,0(i) > 0 and

ω
l,I
0,0(i) = 0, where ω

l,R
0,0(i) and ω

l,I
0,0(i) represent the real and

imaginary parts of ωl
0,0(i) after phase rotation, respectively.

Hence, the symbol decision b̂0(i) = b̂R
0 (i) + jb̂I

0(i) can be made

as (37) and (38), shown at the bottom of the page, where b̂R
0 (i)

and b̂I
0(i) represent the real and imaginary parts of the estimated

M-QAM symbol, respectively.
We focus on the real part SER, i.e., P l,R

e (w̄l(i), pl(i)), to
introduce the proposed algorithm; the derivation regarding the
imaginary part SER is straightforward. In this case, we have
Nd = M(P+Lp−1)K−1 different possible arrangements in total
for the MUI and ISI symbols. Similar to the BPSK case, for
a given b0(i) we define two sets as follows:

X̄ ={b̃0
, b̃

1
, . . . , b̃

Nd−1} (39)

Ȳ =
{

x̄l,q
0 = w̄H

l (i)TlPH
l (i)H̃(i)b̃

q : 0 ≤ q ≤ Nd − 1
}

. (40)

b̂R
0 (i) =

⎧⎪⎨
⎪⎩

F1, if 	 [
xl

0(i)
] ≤ ωl

0,0(i)(F1 + 1)

Fm, if ωl
0,0(i)(Fm − 1) < 	 [

xl
0(i)

] ≤ ωl
0,0(i)(Fm + 1), 2 ≤ m ≤ √

M − 1

F√
M, if 	 [

xl
0(i)

]
> ωl

0,0(i)(F
√

M − 1)

(37)

b̂I
0(i) =

⎧⎪⎨
⎪⎩

F1, if � [
xl

0(i)
] ≤ ωl

0,0(i)(F1 + 1)

Fn, if ωl
0,0(i)(Fn − 1) < � [

xl
0(i)

] ≤ ωl
0,0(i)(Fn + 1), 2 ≤ n ≤ √

M − 1

F√
M, if � [

xl
0(i)

]
> ωl

0,0(i)(F
√

M − 1)

(38)
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The conditional PDF of the real part of the reduced-rank receive
filter output for branch l is given by

fl (x|b0(i)) = 1

Ndσ

√
2πw̄H

l (i)TlPH
l (i)Pl(i)TH

l w̄l(i)

×
Nd−1∑
q=0

e
−

∣∣∣∣x−	
[

x̄
l,q
0

]∣∣∣∣2
2σ2w̄H

l (i)TlP
H
l (i)Pl(i)T

H
l w̄l(i)

(41)

where x̄l,q
0 ∈ Ȳ . By using the kernel density estimation, the

single-sample estimate of the PDF similar to (23) can be
obtained. Based on the discussion in [6], the SER expression
of the real part for branch l is given by

P l,R
e

(
w̄l(i), pl(i)

)= φ

∫ ωl
0,0(i)(	[b0(i)]−1)

−∞
1√
2πρ

e
−

∣∣∣x−	
[
xl
0(i)

]∣∣∣2
2ρ2 dx

(42)

where φ = 2
√

M−2√
M

. Then, introducing s = x−	[xl
0(i)]√

2ρ
, (42) can

be rewritten as

P l,R
e

(
w̄l(i), pl(i)

) = φ

∫ ωl
0,0(i)(	[b0(i)]−1)−	

[
xl
0(i)

]
√

2ρ

−∞
1√
π

e−|s|2ds.

(43)

Note that ωl
0,0(i) and xl

0(i) are both functions of w̄l(i) and
pl(i). By taking the gradient of (43) with respect to w̄∗

l (i) and
p∗

l (i), respectively, we obtain

∂P l,R
e

(
w̄l(i), pl(i)

)
∂w̄∗

l
= φ√

2πρ
e
−

∣∣∣ωl
0,0(i)(	[b0(i)]−1)−	

[
xl
0(i)

]∣∣∣2
2ρ2

× TlPH
l (i)

(
(	 [b0(i)] − 1) h0,0(i) − r(i)

)
(44)

and

∂P l,R
e

(
w̄l(i), pl(i)

)
∂p∗

l
= φ√

2πρ
e
−

∣∣∣ωl
0,0(i)(	[b0(i)]−1)−	

[
xl
0(i)

]∣∣∣2
2ρ2

× DH(i)
(
(	 [b0(i)] − 1) h0,0(i) − r(i)

)
. (45)

Following a similar approach, we can obtain the SER expres-
sion of the imaginary part corresponding to the l-th branch as

P l,I
e

(
w̄l(i), pl(i)

)=φ

∫ ωl
0,0(i)(�[b0(i)]−1)

−∞
1√
2πρ

e
−

∣∣∣x−�
[
xl
0(i)

]∣∣∣2
2ρ2 dx.

(46)

The gradient terms of this expression with respect w̄l(i) and
pl(i) are given by

∂P l,I
e

(
w̄l(i), pl(i)

)
∂w̄∗

l
= φ√

2πρ
e
−

∣∣∣ωl
0,0(i)(�[b0(i)]−1)−�

[
xl
0(i)

]∣∣∣2
2ρ2

× TlPH
l (i)

(
jr(i) + (� [b0(i)] − 1) h0,0(i)

)
(47)

and

∂P l,I
e

(
w̄l(i), pl(i)

)
∂p∗

l
= φ√

2πρ
e
−

∣∣∣ωl
0,0(i)(�[b0(i)]−1)−�

[
xl
0(i)

]∣∣∣2
2ρ2

× DH(i)
(
jr(i) + (� [b0(i)] − 1) h0,0(i)

)
(48)

Next, the preprocessing filter and the reduced-rank receive
filter are jointly optimized using recursions that are employed
in an alternating fashion. The proposed SG update equations
corresponding to branch l for QAM symbols can be obtained
by substituting the gradient terms (44), (45), (47) and (48) in
the following expressions:

w̄l(i + 1) = w̄l(i) − μw

(
∂P l,R

e

(
w̄l(i), pl(i)

)
∂w̄∗

l

+ ∂P l,I
e

(
w̄l(i), pl(i)

)
∂w̄∗

l

) (49)

and

pl(i + 1) = pl(i) − μp

(
∂P l,R

e

(
w̄l(i), pl(i)

)
∂p∗

l

+ ∂P l,I
e

(
w̄l(i), pl(i)

)
∂p∗

l

)
.

(50)

Similar to the proposed adaptive algorithm for BPSK symbols,
in this case the algorithm is developed to start in the TR mode,
and then to switch to the DD mode. The proposed MSER-JPDF
algorithm for M-QAM symbols is summarized in Table II,5

where the arrow denotes an overwrite operation.

C. Automatic Parameter Selection

Since the performance of the adaptive MSER-JPDF reduced-
rank algorithm depends on the rank D and the length of the
preprocessor I, we develop an automatic parameter selection
scheme in which D and I are adjusted on-line for added
flexibility in the implementation of the proposed structure.
The proposed scheme performs the search within a range of
appropriate values and relies on the Euclidean distance to
determine the lengths of w̄l(i) and pl(i) corresponding to branch
l, which can be adjusted in a flexible structure. At each time
instant, for branch l we adapt a reduced-rank receive filter
w̄Dmax

l (i) and a preprocessor pImax
l (i) according to the proposed

algorithms in Table I or II with the maximum allowed rank
Dmax and the maximum preprocessor length Imax, respectively,
which can be expressed as (51) and (52), shown at the bottom
of the next page. Then, we test the values of rank D and pre-
processor length I within the range, namely, Dmin ≤ D ≤ Dmax

5Note that the proposed adaptive algorithms can be extended to multicarrier
systems (e.g. filter-bank multicarrier and generalized orthogonal frequency-
division multiplexing (OFDM) systems that are being considered for 5G). With
multicarrier modulation, the system can be described with a flat fading channel
for each subcarrier and the proposed scheme and algorithms would mitigate the
MUI rather than both ISI and MUI, as with the current description.
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TABLE II
ADAPTIVE MSER-JPDF REDUCED-RANK ALGORITHM FOR QAM SYMBOLS

TABLE III
COMPUTATIONAL COMPLEXITY IN THE CASE OF BPSK

and Imin ≤ I ≤ Imax. For each pair of D and I of branch l, we
substitute the vectors w̄(D)

l (i) = [w̄l,0(i), . . . , w̄l,D−1(i)]T and

p(I)
l (i) = [pl,0(i), . . . , pl,I−1(i)]T , whose components are taken

from w̄Dmax
l (i) and pImax

l (i) in (51) and (52), into the following
expression of the Euclidean distance

ε
D,I
l (i) =

∣∣∣b0(i) − w̄(D)H
l (i)TlR(i)p(I)∗

l (i)
∣∣∣ . (53)

The optimum lengths Dl,opt and Il,opt for the reduced-rank
receive filter and the preprocessor corresponding to branch l at
time instant i can be chosen as follows:

[Dl,opt, Il,opt] = arg min
Dmin≤D≤Dmax

Imin≤I≤Imax

ε
D,I
l (i). (54)

After the optimum filter lengths are determined for all the
branches, we select the optimum branch of the JPDF scheme
based on the following criterion

lopt = arg min
0≤l≤B−1

∣∣∣b0(i) − w̄
(Dl,opt)H
l (i)TlR(i)p

(Il,opt)∗
l (i)

∣∣∣ .
(55)

Hence, in this case the output of the proposed reduced-rank
scheme at time instant i is generated according to the selected
branch lopt with the optimum parameters. For given lengths
Dmax and Imax, the complexity of the automatic parameter
selection scheme mainly lies in the computation of the distance

ε
D,I
l (i) in (53) and a simple search over the candidates D and

I in (54). Consequently, this approach does not considerably
increase the computational complexity. Note that the smaller
values of D and I may produce faster adaptation during the
initial stage of the estimation procedure while slightly larger
values of D and I usually yield better steady-state performance.
In Section VI, we will show that the proposed adaptive MSER-
JPDF reduced-rank algorithms with the automatic parameter
scheme can improve the convergence speed and steady-state
performance compared to the algorithms with fixed parameters
D and I.

V. ANALYSIS OF THE PROPOSED ALGORITHMS

In this section, we carry out the analysis of the proposed
MSER-JPDF adaptive reduced-rank algorithms. Firstly, we
compare the computational complexity of these new algorithms
to that of existing reduced-rank adaptive algorithms and of
the conventional full-rank adaptive algorithms. Secondly, we
investigate the convergence behavior of the newly proposed
algorithms.

A. Computational Complexity

In Table III, we focus on the case of BPSK and show the num-
ber of additions and multiplications per symbol of the proposed

w̄Dmax
l (i) = [

w̄l,0(i), w̄l,1(i), . . . , w̄l,Dmin−1(i), . . . , w̄l,Dmax−1(i)
]T (51)

pImax
l (i) = [

pl,0(i), pl,1(i), . . . , pl,Imin−1(i), . . . , pl,Imax−1(i)
]T

. (52)
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TABLE IV
COMPUTATIONAL COMPLEXITY IN THE CASE OF QAM

Fig. 2. Comparison of computational complexity for the recently reported
reduced-rank algorithms and the proposed MSER-JPDF reduced-rank algo-
rithms in the case of BPSK symbols (I = 12, D = 10, B = 2, 4).

adaptive reduced-rank algorithm, the existing adaptive MSER-
based reduced-rank algorithms [30], [32], the conventional
adaptive LMS full-rank algorithm [10] and the adaptive full-
rank algorithm based on the SER criterion [27]. Table IV shows
the corresponding figures for the case of QAM symbols. The
overall complexity of the proposed algorithm includes the com-
plexity of the selection mechanism and the design complexity
of each branch multiplied by the number of branches B. In prac-
tice, to limit computational complexity, the number of branches
should be kept small, typically B ∈ {2, 3, 4} in this work. From
the figures in these Tables, it is clear that the full-rank SG-based
algorithms have lower complexity than all the reduced-rank
algorithms under comparison. As pointed out earlier, the main
problem of the full-rank SG-based adaptive filtering algorithms
is their very slow convergence performance when a filter with a
large number of adaptive weights is employed, as needed here
to process a large-dimensional received data vectors. Although
the complexity of the reduced-rank algorithms is higher than
that of the full-rank SG-based algorithms, in Section VI we will
show that for a limited increase in complexity, they can yield a
significant increase in convergence speed and tracking perfor-
mance when compared to the former, whose performance in the
current application is simply unacceptable. In Figs. 2 and 3, we
show the computational complexity against the number of re-
ceived antenna elements for the recently reported MSER-based

Fig. 3. Comparison of computational complexity for the recently reported
reduced-rank algorithms and the proposed MSER-JPDF reduced-rank algo-
rithms in the case of QAM symbols (I = 12, D = 10, B = 2, 4).

reduced-rank algorithms [30], [32] and the proposed MSER-
JPDF reduced-rank algorithms. In particular, we consider a
commonly used configuration with P = 3, I = 12 and D = 10.
From these results, we find that the proposed algorithms have
significantly lower complexity than the existing MSER-MSWF
reduced-rank algorithm6 [30]. Although the complexity of the
proposed algorithms increases as the number B of branches
increases, it remains lower than that of the MSER-JIO reduced-
rank algorithms [32] for a large number of antenna elements.
Note that for the proposed adaptive MSER-JPDF reduced-rank
algorithms with the automatic selection scheme, the numbers
of multiplications and additions are the same as those shown in
Tables III and IV, but with parameters Dmax and Imax instead
of D and I. In addition, a simple search over the values of
ε

D,I
l (i) is performed in order to select the optimal parame-

ter values Dl,opt and Il,opt, whose time complexity is about
1.5(Dmax − Dmin)(Imax − Imin). In Section VI, we will show
that the estimation and detection performance of the proposed
MSER-JPDF exceeds that of existing adaptive reduced-rank
algorithms by a wide margin.

6Note that the MSER-based MSWF reduced-rank algorithm [30] corre-
sponds to the use of the procedure in [14] to construct SD(i) and of the MSER-
SG adaptive algorithm in [6], [27], to compute w̄(i).
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B. Convergence Analysis

In the following, we discuss the convergence behavior of
the proposed algorithms for the joint design of the preprocess-
ing filter and reduced-rank receive filter. Firstly, we focus on
the adaptive MSER-JPDF reduced-rank algorithm with BPSK
symbols, and provide a proof for its convergence by considering
a given branch, i.e., a fixed value of l ∈ {0, 1, . . . , B − 1}. From
[6], [27], we can see that for the average SER cost function
P̃ l

e(w̄l, pl) corresponding to the l-th branch, by fixing the
preprocessor pl, there will exist infinitely many global MSER
solutions for the reduced-rank receive filter w̄l, which form
an infinite half line in the filter weight space.7 Since the cost
function is symmetric in w̄l and pl, similarly by fixing w̄l, there
will be multiple global MSER solutions for pl. In the proposed
SG-based adaptive algorithm, for each branch l at time index
i, we try to find the gradient direction along the instantaneous
SER cost function surface for pl(i) and w̄l(i), respectively, in
order to compute pl(i + 1) and w̄l(i + 1). By using small step
sizes, N SG iterative steps are approximately equivalent, on
average, to a single larger step in the direction of steepest decent
on the average SER performance surface P̃ l

e(w̄l, pl), where N
is a large integer [10]. Hence, the instantaneous gradient can
be replaced by a less noisy average, leading to the following
steepest descent update expressions:

pl ((m + 1)N) = pl(mN) − αp
P̃ l

e

(
w̄l(mN), pl(mN)

)
∂p∗

l
(56)

wl ((m + 1)N) = wl(mN) − αw
P̃ l

e

(
w̄l(mN), pl ((m + 1)N)

)
∂w̄∗

l
(57)

where m ∈ {0, 1, 2, . . .} denotes the index of blocks of received
vectors, and αw and αp are the step sizes for the reduced-rank
receive and preprocessing filters, respectively. Therefore, by
following (56) and (57) we can obtain the following inequalities
for the average SER corresponding to the l-th branch:

P̃ l
e

(
pl ((m + 1)N) , w̄l(mN)

) ≤ P̃ l
e

(
pl(mN), w̄l(mN)

)
(58)

and

P̃ l
e

(
pl ((m+1)N) , w̄l ((m+1)N)

)≤ P̃ l
e

(
pl ((m+1)N) , w̄l(mN)

)
.

(59)

This algorithm starts from the initial values w̄l(0) and pl(0). By
using (58) and (59), we obtain

. . . ≤ P̃ l
e

(
pl ((m + 1)N) , w̄l ((m + 1)N)

)
≤ P̃ l

e

(
pl ((m + 1)N) , w̄l(mN)

)
≤ P̃ l

e

(
pl(mN), w̄l(mN)

) ≤ . . . ≤ P̃ l
e

(
pl(N), w̄l(N)

)
≤ P̃ l

e

(
pl(N), w̄l(0)

) ≤ P̃ l
e

(
pl(0), w̄l(0)

)
. (60)

7By fixing the preprocessing filter, based on the discussion in [27], [28], we
obtain that any local minimizer of the SER cost function is a global minimizer.
Let w̄l,opt be such a global MSER solution for the l-th branch. According to [27]
the weight vectors aw̄l,opt , a > 0, are all global MSER solutions for branch l,
which form an infinite half line in the filter weight space.

This shows that as the number of iterations increases the
average SER of each branch l decreases. Therefore, since the
SER value is lower bounded by 0, the adaptive MSER-JPDF
reduced-rank algorithm for each branch is convergent. Fur-
thermore, at each time index after updating the reduced-rank
receive and preprocessing filters for all the branches, we se-
lect the optimal branch lopt corresponding to the minimum
Euclidean distance between the true transmit symbol and the
filter output of each branch (see (13)). By taking the average
over independent realizations, we obtain that the average SER
of the proposed multiple filtering branches scheme is lower than
the average SER of each branch and it decreases with increasing
of the number of iterations.

Compared to the proposed algorithm for BPSK symbols in
Table I, the proposed algorithm for M-QAM symbols in Table II
has two extra operations, namely steps 6 and 8. Those operations
are carried out after each adaptive iteration to adjust the prepro-
cessing and the reduced-rank receive filters, respectively, in or-
der to guarantee that ω0,0 is positive real as needed for M-QAM
detection; however, these operations do not affect the conver-
gence. Thus, for each branch we still have P̃ l

e(pl((m + 1)N),

w̄l((m + 1)N)) ≤ P̃ l
e(pl((m + 1)N), w̄l(mN)) ≤ P̃ l

e(pl(mN),

w̄l(mN)) at the m-th block of received vectors. Hence, a similar
analysis as above can be done for the adaptive MSER-JPDF
reduced-rank algorithm with M-QAM symbols, thereby show-
ing the convergence of this algorithm.

VI. SIMULATIONS

In this section, we evaluate the performance of the proposed
adaptive MSER-JPDF reduced-rank algorithms and compare
them with existing adaptive full-rank and reduced-rank algo-
rithms. Monte-carlo simulations are conducted to verify the
effectiveness of the MSER-JPDF adaptive reduced-rank SG
algorithms for large-scale multiple-antenna systems. In the
simulations, we assume that the base station is equipped with
L = 40 antenna elements and the system includes one desired
user and K − 1 interfering users. We adopt an observation
window of P = 3 symbols, the multipath channels (the chan-
nel vectors [hk,ν,0(i), . . . , hk,ν,Lp−1(i)]T ) are modeled by FIR
filters, with the Lp coefficients spaced by one symbol. The
channel are time varying over the transmitted symbols, where
the profile follows the Universal Mobile Telecommunications
System (UMTS) Vehicular A channel model [34] with Lp = 3,
and the fading is given by Clarke’s model [35]. The K users
have identical transmit power, which is normalized to unity for
convenience. We set ρ = 1.06σ [25], [36], [37] in (30), (31),
(49) and (50). The full-rank, reduced-rank and preprocessing
filters are initialized as h0,0(0), Tlh0,0(0) and [1, 0, . . . , 0]T

with appropriate dimensions, respectively.8 The algorithms pro-
cess 300 symbols in the training mode, which is followed by a
decision directed mode of operation.

8The full-rank and reduced-rank receive filters are initialized based on the
desired symbol’s matched filter, i.e., h0,0(0). In this work, we assume that this
information is known as a priori knowledge for simplicity. In practice, it should
be obtained by implementing channel estimation algorithms.
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Fig. 4. SER performance versus parameter I with different values of D for
the adaptive MSER-JPDF reduced-rank algorithms: (a) BPSK symbols (K = 6,
SNR = 10 dB, fdTs = 10−5); (b) 16-QAM symbols (K = 3, SNR = 12 dB,
fdTs = 10−6).

In the first experiment, we investigate the effects of D and I
on the proposed adaptive MSER-JPDF reduced-rank algorithm
for BPSK symbols and 16-QAM symbols, respectively. In par-
ticular, we consider the case with B = 4 branches. In Fig. 4(a)
and (b), we show the SER performance of the proposed
algorithms (Tables I and II) versus I for D = 6, 8, 10, 12. The
SER is evaluated for data records of 1500 symbols. Note that
Fig. 4(a) and (b) correspond to the algorithm with BPSK and
16-QAM symbols, respectively. In order to provide the best
performance, we tuned μw = μp = 0.01 for Fig. 4(a) and μw =
μp = 0.006 for Fig. 4(b). For the case with BPSK symbols, we
use 10 dB for the input SNR while the normalized Doppler
frequency is fdTs = 10−5, where fd is the Doppler frequency
in Hz and Ts is the symbol duration. For the case with 16-QAM
symbols, we set SNR = 12 dB and fdTs = 10−6. Notice that
we have conducted experiments to obtain the most adequate
values of parameters D and I for these algorithms and values
beyond the range shown here need not be considered since they
do not lead to performance improvements. From the results
of Fig. 4(a), we can see that the SER initially decreases with
an increase of I, but beyond I = 12 the performance does
not change significantly. In order to keep a low complexity
we adopt I = 12 and D = 10 for the proposed algorithm with
fixed D and I in the case of BPSK symbols, but also later
compare this choice with the proposed algorithm that uses the
automatic parameter selection. Similarly, based on the results
shown in Fig. 4(b) we select D = I = 12 for the proposed
algorithm with 16-QAM symbols. Fig. 5(a) and (b) illustrate
the SER performance of the adaptive MSER-JPDF reduced-
rank algorithms versus SNR for different values of D and I,
corresponding to the case with BPSK and 16-QAM symbols,
respectively. We employ data records of 1500 symbols. The
algorithms are run with B = 4 branches and the normalized
Doppler frequency is set to fdTs = 10−6. From the results in
this figure, we can see that the selected values of D and I offer
a good tradeoff between complexity and performance for the
proposed algorithms with fixed D and I.

Fig. 5. SER performance of the adaptive MSER-JPDF reduced-rank algo-
rithms versus SNR for different values of D and I: (a) BPSK symbols (K = 6,
fdTs = 10−5); (b) 16-QAM symbols (K = 3, fdTs = 10−6).

Fig. 6. SER performance of the adaptive MSER-JPDF reduced-rank algo-
rithm with BPSK symbols versus the number of received symbols for different
number of branches (K = 6, SNR = 10 dB, fdTs = 10−5).

In the next experiment, we study the impact of the number
of branches on the performance of the proposed algorithms.
In Figs. 6 and 7, we study the convergence behavior of the
proposed algorithms by showing the evolution of the SER
performance as a function of the number of received symbols.9

We designed the adaptive MSER-JPDF reduced-rank algo-
rithms with B = 1, 2, 3, 4, 5 parallel branches. Fig. 6 shows the
performance of the BPSK case, where the other system param-
eters are set as follows: K = 6, SNR = 10 dB and fdTs = 10−5;
while Fig. 7 shows the performance for the 16-QAM case,
where the other parameters are: K = 3, SNR = 12 dB and

9The on-line adaptive algorithms update the filters once for each received
symbol. The i-th symbol time instant corresponds to the i-th adaptive iteration,
and Ts also corresponds to the time between iterations.
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Fig. 7. SER performance of the adaptive MSER-JPDF reduced-rank algo-
rithm with 16-QAM symbols versus the number of received symbols for
different number of branches (K = 3, SNR = 12 dB, fdTs = 10−6).

Fig. 8. SER performance of the adaptive MSER-JPDF reduced-rank algo-
rithm with BPSK symbols versus the number of received symbols (K = 6,
SNR = 10 dB, fdTs = 10−5).

fdTs = 10−6. The values of step-size are adjusted as in the
previous experiment. From these results, it can be noted that the
performance of the proposed MSER-JPDF algorithms improves
as the number of parallel branches, i.e., parameter B, increases.
In this regard, we adopt B = 2 and B = 4 for the remaining ex-
periments because they present an interesting tradeoff between
performance and complexity.

Figs. 8 and 9 show the SER performance versus the number
of received symbols for the proposed adaptive MSER-JPDF
reduced-rank algorithms with fixed and automatic parameter
selection schemes and for the existing adaptive full-rank and
reduced-rank algorithms, namely: the MSER-SG full-rank
adaptive algorithm [6], [27], the MMSE-based LMS full-rank
adaptive algorithm [10], the MSER-based MSWF adaptive

Fig. 9. SER performance of the adaptive MSER-JPDF reduced-rank algo-
rithm with 16-QAM symbols versus the number of received symbols (K = 3,
SNR = 12 dB, fdTs = 10−6).

reduced-rank algorithm [30] and the MSER-based adaptive JIO
reduced-rank algorithm [32]. In Fig. 8, we focus on the case of
BPSK symbols where the algorithm summarized in Table I is
applied. The other system parameters are set to: K = 6, SNR =
10 dB and fdTs = 10−5. Fig. 9 focuses on the 16-QAM symbols
where the algorithm in Table II is applied; the other system
parameters are: K = 3, SNR = 12 dB and fdTs = 10−6. The
main algorithm parameters in the experiments are adjusted as
given in Table V for the BPSK case and in Table VI for the
16-QAM case. We note that these parameter values for the vari-
ous algorithms under comparison have been optimized based on
simulations. In order to focus on the main contribution, we only
consider the uncoded system in this work. From the results,
we can see that the proposed adaptive reduced-rank algorithms
with the automatic parameter selection scheme achieve the best
convergence performance, followed by the proposed algorithms
with fixed values of D and I, the recently proposed MSER-
JIO adaptive reduced-rank algorithm and the other analyzed
algorithms. In our studies, the steady-state SER performance of
the proposed reduced-rank algorithms is consistently lower than
that of the conventional algorithms. Due to the novel MSER-
JPDF scheme, the proposed reduced-rank algorithms outper-
form the conventional algorithms in terms of both convergence
behavior and steady-state performance.

Fig. 10(a) and (b) show the SER performance of the desired
user versus the SNR and the number of users K for BPSK
symbols, respectively, where we set fdTs = 10−5. The SER is
evaluated for data records of 1500 symbols. Fig. 11(a) and
(b) show the corresponding results for 16-QAM symbols, where
we set fdTs = 10−6. The optimized parameter values of the
algorithms are shown in Tables V and VI. From the results, we
can see that the best performance is achieved with the proposed
adaptive MSER-JPDF reduced-rank algorithms, followed by
the adaptive MSER-JIO reduced-rank algorithm, the adaptive
MSER-MSWF reduced-rank algorithm, the matched filter, the
MSER full-rank adaptive algorithm and the MMSE-based LMS
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TABLE V
OPTIMIZED ALGORITHM PARAMETERS FOR BPSK SYMBOLS

TABLE VI
OPTIMIZED ALGORITHM PARAMETERS FOR 16-QAM SYMBOLS

Fig. 10. SER performance for BPSK symbols versus: (a) SNR (K = 6);
(b) number of users K (SNR = 10 dB).

full-rank adaptive algorithm. In particular, for the BPSK case
the adaptive MSER-JPDF reduced-rank algorithm with the au-
tomatic parameter selection scheme (2 branches) can lead to a
4 dB gain in SNR and support 5 more users in comparison with
the adaptive MSER-MSWF reduced-rank algorithm at the SER
level of 10−3. For the 16-QAM case, the proposed algorithm
with the automatic parameter selection scheme (2 branches) can
lead to a gain more than 4dB in SNR and support 2 more users
compared to the adaptive MSER-JIO reduced-rank algorithm at
the SER level of 2 × 10−2.

Furthermore, we consider a measure which relates SER
and computational complexity at the same time to compare
the proposed reduced-rank algorithms with the conventional
reduced-rank algorithms. In this scenario, we compute the
packet success probability to computational complexity ratio
(PCR), which is expressed as (1−SER)n

m , where n denotes the
number of symbols per packet and m denotes the number of
computations per packet. For simplicity, we focus on using the
number of multiplications as a measure of the computational
complexity. Tables VII and VIII show the PCR values versus

Fig. 11. SER performance for 16-QAM symbols versus: (a) SNR (K = 3);
(b) number of users K (SNR = 12 dB).

different values of SNR for BPSK and 16-QAM symbols, re-
spectively, where we set n = 20. The system parameters are to
those used in Figs. 10(a) and 11(a). From the results, we can see
that the proposed reduced-rank algorithms provide larger PCR
values compared to the conventional reduced-rank algorithms,
which indicates that the proposed algorithms can improve the
performance with reduced computational complexity.

In Figs. 12 and 13, we show the SER performance of the
analyzed adaptive algorithms as the fading rate of the channel
varies, where we employ data records of 1500 symbols. The re-
sults of Fig. 12 are based on BPSK symbols, where we set K =6
and SNR = 10 dB, while Fig. 13 focuses on the 16-QAM
case, where K = 3 and SNR = 12 dB. The values of algorithm
step-sizes used in these experiments are optimized for each
value of fdTs. In particular, for the proposed algorithms with
BPSK, we use μw = μp = 0.01, 0.01, 0.005, 0.002 for fdTs =
10−6, 10−5, 10−4, 10−3, respectively; for the 16-QAM case,
we use μw = μp = 0.006, 0.001, 0.0005, 0.0005 for fdTs =
10−6, 10−5, 10−4, 10−3, respectively. First, we can see that
as the fading rate increases, the performance becomes worse,
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TABLE VII
COMPARISON OF PCR VALUES FOR BPSK SYMBOLS

TABLE VIII
COMPARISON OF PCR VALUES FOR 16-QAM SYMBOLS

Fig. 12. SER performance versus fdTs (cycles/symbol) for BPSK symbols
(SNR = 10 dB, K = 6).

Fig. 13. SER performance versus fdTs (cycles/symbol) for 16-QAM symbols
(SNR = 12 dB, K = 3).

although our proposed algorithms outperform the existing algo-
rithms. Moreover, we observe that the proposed algorithms with

4 branches perform better than in the case with 2 branches.
Figs. 12 and 13 show the ability of the adaptive MSER-JPDF
reduced-rank algorithms to deal with channel variations for
both BPSK and QAM symbols. Despite their low complexity,
the full-rank SG-based algorithms can only achieve a poor
performance, inadequate for practical applications. The SER
performance of the analyzed adaptive algorithms in Fig. 13 is
not as good as in Fig. 12, since detecting a high order modu-
lation symbol is harder than detecting a low order modulation
symbol, specially for large values of fdTs.

VII. CONCLUSION

In this paper, we have proposed an adaptive JPDF reduced-
rank strategy based on the MSER criterion for the design
of a receive-processing front-end in multiuser large-scale
multiple-antenna systems. The proposed scheme employs a
multiple-branch processing structure which adaptively per-
forms dimensionality reduction using a set of jointly optimized
preprocessing and decimation units, followed by receive filter-
ing. The final decision is switched to the branch with the best
performance based on the minimum Euclidean distance during
a training period. We have developed SG based algorithms
for the adaptive implementation of the preprocessing filter and
the reduced-rank receive filter in the case of BPSK and QAM
symbols. An automatic parameter selection scheme has been
proposed to determine the lengths of the preprocessor and the
reduced-rank receive filter during their operation. We focused
on the computational complexity and convergence to perform
the analysis of the proposed algorithms. The results have shown
that the proposed scheme significantly outperforms existing
reduced-rank algorithms and can support communication sys-
tems with higher loads, i.e., larger number of mobile users for
a given quality of services. Future work will consider nonlinear
detectors and other multiple-antenna configurations.
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