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Abstract: FBMC (Filter Bank Multicarrier) modulation is considered one of the waveform candidates in fifth generation 
wireless communication technology because of its several improved features compared to conventional orthogonal frequency 
division multiplexing schemes. A soft-input-soft-output factor-graph-based maximum-a-posterior detector is applied to FBMC 
systems. The detector achieves better performance than simple linear equalizers such as minimum mean square error and zero 
forcing in coded systems while exhibiting only a linear growth in complexity with the number of simultaneous interfering 
symbols. Furthermore, the proposed detector can be easily extended to cases where FBMC modulation is combined with 
multiple-input-multiple-output processing. The complexity of the detector is analyzed and the simulation results demonstrated 
its superior performance.
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1  Introduction

FBMC (Filter Bank Multicarrier) modulation is 
one of the waveform candidates in 5G (Fifth-
Generation) systems because of its several advantages 
over conventional OFDM (Orthogonal Frequency 
Division Multiplexing) schemes[1]. First, without a 
CP (Cyclic Prefix), FBMC modulation can achieve 
higher spectral efficiency. In addition, it uses well 
localized prototype filters to reduce the spectral 
sidelobes, which makes it less sensitive to the 
interference caused by imperfect synchronization. 

This makes FBMC modulation particularly attractive 
for asynchronous transmissions, as occurs in D2D 
(Device-to-Device) communication, which is an 
important use case of 5G systems. Furthermore, the 
small sidelobe makes it well-suited for cognitive 
radio applications. 

FBMC modulation is non-orthogonal and introduces 
an imaginary interference which can be eliminated by 
acquiring a real one. However, when the subchannels 
are non-flat, the introduced interference will not be 
purely imaginary and ISI (Inter-Symbol Interference) 
as well as ICI (Inter-Carrier Interference) will 
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Low-complexity factor-graph-based MAP detector for filter bank multicarrier systems 11

arise. Usually, the ZF (Zero Forcing) or MMSE 
(Minimum Mean Square Error) criteria combined 
with per subcarrier channel equalizers are considered 
to deal with the interference because of their low 
computational complexity[2]. When the channel is 
perfectly equalized, the interference will be restored 
to the purely imaginary domain and will not disturb the 
detection. If FBMC modulation is combined with MIMO 
(Multiple-Input Multiple-Output) systems, MMSE and 
ZF equalizers will equalize the IAI (Inter-Antenna 
Interference) of each frequency point at the same 
time[3].

Although linear equalizers have simple structures, 
their performance is limited. To increase the detection 
performance, one needs to consider the optimal ML 
(Maximum-Likelihood) and MAP (Maximum-A-
Posterior) criteria[4]. Unfortunately, owing to the 
2D (Two-Dimensional) nature of the interference 
in FBMC systems (i .e.  t ime and frequency), 
the complexity of traditional Viterbi and BCJR 
algorithms will grow exponentially with the length 
of ISI and the number of subcarriers. In MIMO-
FBMC systems, there will be an additional IAI along 
the spatial dimension, which makes the complexity 
grow exponentially with the number of transmitting 
antennas. This motivates the use of low-complexity, 
suboptimal ML and MAP detectors with good 
performance.

Applying the SPA (Sum-Product Algorithm) to 
a FG (Factor Graph) is a method for achieving the 
ML and MAP criteria[5]. To reduce the complexity, 
one can employ an FG with cycles, although it 
cannot provide an exact convergence. However, 
when the shortest cycle is longer than six, the SPA 
can converge approximately and provide a good 
approximation to the optimal ML/MAP solution 
under practical conditions[5]. In this paper, an FG-
based MAP detector[6] is extended to FBMC and 
MIMO-FBMC systems. The FG is derived from the 
Ungerboeck model[7] without any approximation; its 

shortest cycle is longer than six, and accordingly, a 
good performance can be achieved[6,8]. Because of the 
FG structure, the computational complexity of the 
detector grows linearly with the number of interferers, 
defined here as the number of neighboring symbols 
in the time-frequency lattice that interfere with the 
detected symbol. When we extend the detector to 
MIMO-FBMC systems, so that it may handle IAI, its 
complexity will also grow linearly with the number of 
antennas. The SISO (Soft-Input-Soft-Output) property 
of the detector makes it suitable to be combined with 
a turbo structure to improve the performance of coded 
systems, which is a key advantage over MMSE and 
ML equalizers[9,10].

The rest of the paper is organized as follows. The 
system model of FBMC modulation is described 
in Section 2 and the FG-based SISO detector is 
derived in Section 3. The extension of the detector 
to MIMO-FBMC is considered in Section 4. The 
complexity analysis and numerical simulation of the 
detector are discussed in Section 5 and Section 6, 
respectively. Finally, the conclusions are presented 
in Section 7.

2  System model

FBMC modulation is a method that employs filter 
banks to obtain narrow subcarriers to reduce the 
overlap between different subchannels. Several 
types of FBMC modulation methods have been 
proposed in the literature, such as: SMT (Staggered 
Multitone), CMT (Cosine-Modulated Multitone) 
and FMT (Filtered Multitone)[1]. SMT is based on 
OQAM (Offset Quadrature Amplitude Modulation) 
and it is currently attracting much interest in the 
literature owing to its typicality; Accordingly, SMT is 
considered as a specific type of FBMC modulation in 
this paper.

After SMT modulation, the transmitted baseband 
signal can be expressed as
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            (1)

where k, n are the subcarrier and symbol index, 
respectively, dk,n is the transmitted symbol on 
subcarrier k at symbol interval n, h is the prototype 
filter, M is the number of subcarriers and N is the 
number of symbols in a data block. The multiplicative 
parameter θk,n in Eq.(1), which serves to form the 
OQAM structure, is defined as

                    (2)

The received baseband signal is affected by 
multipath (frequency selective) radio propagation and 
additive white Gaussian noise. It can be expressed as

(3)

where * denotes the discrete-time convolution, c(m) is 
the impulse response of the propagation channel and 
v(m) is the zero-mean noise term with variance N0.

There are two types of SMT receiver structures: 
PPN (Polyphase Network)[2] and FS (Frequency 
Despreading)[11,12]. PPN needs an M-point FFT (Fast 
Fourier Transform) operation, whereas FS needs 
an FFT operation whose size must equal the length 
of the prototype filter to cover the full spectrum. 
Hence, the PPN structure is frequently used in the 
literature because of its lower complexity. However, 
FS naturally allows a straightforward multipoint 
equalization in the frequency domain with no delay[11], 
which makes it more suitable for use in cases where 
the subchannels are non-flat fading.

3  FG-based detector

3.1  PDF reorganization

To construct the FG for the proposed detector, we 

require the PDF (Probability Density Function) 
of the complete received sequence to be properly 
reorganized and then factorized into a product of 
individual PDFs for each one of the variables. After a 
proper PDF reorganization, we can formulate a factor 
graph with its shortest cycles longer than six. 

The FG-based SISO detector is derived using the 
Ungerboeck model as described in Ref.[6]. From 
Eq.(3), the conditional PDF obeys the following 
relationship,

   

(4)

where Re denotes the real part. The argument of the 
exponential function in Eq.(4) consists of a sum of 

three terms. The first term  is constant and 

can be ignored, whereas the remaining terms are 
discussed in more detail below. 

The second term in Eq.(4) can be expanded as

      
(5)

where

   
(6)

From Eq.(6), it is clear that λ= λ (k1, k2, n1, n2) satisfies 
the conjugate symmetry property 

            (7)

Here λ(k1, k2, n1, n2) can be regarded as a coefficient 
characterizing the interference between dk1,n1

 and dk2,n2
. 

Because of the localization property of the prototype 
filter, the symbols that can create a significant 
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interference with dk,n are those nearly located in the 
time-frequency plane. Accordingly, we make the 
following assumption:

 (8)

where L1 and L2 are the range of frequency and 
time that define the maximum distances between 
two symbols that can interfere with each other. 
The values of these parameters are mainly affected 
by the frequency and time width of the prototype 
filter. Based on Eq.(8), the maximum number of 
neighboring symbols that interfere with each other, 
i.e., the upper bound of the number of interferers, 
denoted by L, will be limited to (2L1+1)(2L2+1)−1. 
In practice, we find that L can be further reduced 
as many of the terms λ (k1, k2, n1, n2) within a given 
time-frequency rectangle as in Eq.(8) are nearly zero 
and can be ignored.

The third term in Eq.(4) can be expanded as

(9)

where

     (10)

can be seen as the received signal r(m) correlated 

with the filter , i.e., the 

matched filter corresponding to the combination of 
transmit filter and channel response.

Utilizing the two properties Eqs.(7) and (8) of λ, 
we can write as

 

         

(11)

3.2  PDF factorization and factor graph 
representation

Depending on the channel characteristics, the 
performance and complexity of the FG-based 
approach will be different. When the sub-channel is 
approximately flat fading, one point of observation 
for each sub-channel is enough to estimate the 
channel influence with enough precision. However, 
when the sub-channel is highly frequency selective, 
several observations per sub-channel are needed to 
calculate the interference between symbols while the 
complexity is higher. In this paper we assume that K 
observations per sub-band are sufficient to determine 
the influence of the channel, where K is the overlap 
factor of the prototype filter. Equalization with 
fewer points can be easily derived from this case by 
simply sampling the frequency points considered in 
calculating the interference term.

As the overlap factor of the prototype filter is K, 
the length of the prototype filter will be KM sample 
points. Accordingly KM is the proper number of 
points to express the channel at one symbol interval. 
Thus the channel is expressed using a total of KM 
coefficients, i.e., an average of K coefficients per sub-
band in the frequency domain.

Based on this observation, the input vector of the 
detector at symbol interval n is

 .  (12)
After a KM-point FFT operation, the frequency 
domain vector Rn=FFT[rn] can be obtained. Similarly, 
we can define Cn=FFT[cn] as the frequency domain 
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channel coefficients at symbol interval n, where cn= 
[cn(0), cn(1),…cn(KM)]T is the corresponding time 
domain channel impulse response, and H = FFT 
[h] is the frequency domain representation of the 
prototype filter h = [h(0), h(1),…, h(KM)]T. Because 
of the frequency localization property of the filter, 
the points out of the passband in H are zero or very 
close to zero and can be ignored. The number of 
nonzero points W is equal to the width of the filter 
in the frequency domain. Although W is different for 
different prototype filters, it is always proportional to 
K. For PHYDYAS filters W is given by 2K−1[13] and 
for IOTA filters it is about 7K−1[14] when the related 
design parameters are υ0 =1, τ0 =1/2, ρ= 2.

The matched filtering operation in Eq.(10) can be 
expressed as

     (13)

where H(l) is the lth component of vector H, Rn(l) 
is the lth component of vector Rn and Cn(l) is the lth 
component of vector Cn. Here we use the KM-point 
circular convolution instead of the linear convolution 
of two KM-point pulses and thus ‘≈’ is used. Because 
of the localized structure of filter vector H, there are 
only W non-zero points out of KM-points that need to 
be calculated. Accordingly, we write

    (14)

This filtering operation can be directly implemented 
by the FS structure as Rn is calculated at the 
receiver[11]. If we want to use the PPN structure to 
reduce the complexity, the sub-channel filters 

 have to be 
converted into a time domain[2].

Similar to Eq.(13), λ can also be expressed in 
frequency domain as follows

    
(15)

Again, most W points are nonzero which need to 
be calculated. However, because of the localization 
property of the prototype filter, the approximation 
is good when the two symbols are close to each 
other, i.e., the central points of the two pulses are 
close. When the symbols are far from each other, the 
correlation of the two pulses is usually small and can 
be ignored in practical conditions.

Based on the above expressions of yk,n and λ (k1, k2, 
n1, n2), the following functions can be defined

          
(16)

(17)
 

After the factorization, the conditional PDF in Eq.(11) 
can be written as

     

(18)

The final APP (A Posterior Probability) of the 
transmitted sequence is

(19)

where Pk,n(dk,n) is the a priori probability of the 
symbol dk,n.

The FG corresponding to Eq.(19) can be depicted 
as shown in Fig.1 in the case where L1 = L2 = 1 and 
the number of interferers L=8. In the FG the 2D data 
{dk,n} are arranged in frequency priority order as [d1,1, 
d2,1,…, dM,1, d1,2, d2,2,…,dM,2,…] such that they can be 
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regarded as a 1D data sequence, which helps to make 
the updating order clear if a serial updating schedule 
is used in the message passing.

3.3  Message passing

It can be seen in Fig.1 that the FG has cycles which 
means that the SPA cannot converge exactly, 
and furthermore, the APP will not be accurately 
calculated. However, a good approximation can be 
expected in practice because the length of the shortest 
cycle of the FG is six. The notations for the message 
passing, defined as in Ref.[6], are shown in Fig.2. 
Moreover, Vk,n(dk,n) is defined as the product of all the 
incoming messages to the variable node dk,n

     

(20)

The message updating rules obey the following 
equations.

                (21)

                (22)

 
(23)

 
(24)

Both the serial and the parallel updating schedules 
presented in Ref.[6] can be applied in the message 
passing. The serial schedule results in a detection 
delay, but it converges faster than the parallel 
schedule.

In this paper, a serial schedule is considered because 

Figure 1  A section of the factor graph corresponding to Eq.(19) in the case where L1 = L2 = 1

Figure 2  Part of the factor graph corresponding to Eq.(19) and the notations of the messages
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of its better performance. The updating process 
consists of a forward recursion and a backward 
recursion. The forward recursion updates , 
Vk,n(dk,n) and  successively for each {k, n}, 
using the priority order proposed above for k. The 
backward recursion updates , 
and  successively for each {k, n} in the 
opposite order.

4  Extension to MIMO-FBMC

In MIMO systems, the conditional PDF p(r|s) is 
proportional to

(25)

where nt and nr are the index of the transmitting and 
receiving antennas, respectively, whereas Nt and Nr 

are defined as the total numbers of transmitting and 
receiving antennas, respectively.

Similar to the derivations in Section 3, we can 
express the second term in the argument of 
exponential Eq.(25) as

      

(26)

with

            

(27)

and the third term as

        
(28)

with

    (29)

After obtaining the representation of y and λ, we 
can factorize the APP by using the same method 
as in the single antenna case. The notations are 
shown in Fig.3. The main difference is that there is 
an additional dimension of interference caused by 

Figure 3  Part of the factor graph corresponding to Eq.(32) and the notations of the messages 
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the multiple transmitting antennas which increases 
the upper bound of the number of interferers L to 
(2L1+1)(2L2+1)Nt−1. Furthermore, the definition 
of the functions F and H should combine the 
multiple signals from the Nr receiving antennas, 
as follows

 

(30)

 

(31)

Finally, the APP of the transmitted sequence is

    

(32)

The FG corresponding to Eq.(32) can be depicted 
as in Fig.1. The 3D data {dnt

, k, n} are arranged in 
priority order of antenna, frequency and time as [d1,1,1, 
d2,1,1,…, dNt,1,1, d1,2,1, d2,2,1,…, dNt,2,1,…] so that they can 
be regarded as 1D data. Then the message passing 
process is similar to that in the single antenna case.

5  Complexity analysis

5.1  FG-based detector

At the receiver, the baseband antenna signals are 

firstly processed by the AFB and subchannel filters to 
calculate yk,n in Eq.(14). When using the FS structure, 
a direct KM-point FFT operation whose complexity 
is O (KM log(KM)) should be applied. Then the 
direct filtering will be operated in the frequency 
domain with a complexity of O(W) for each sub-
channel. As W is constantly proportional to K for 
a specific type of prototype filter, it follows that 
O(W)=O(K). As the FFT is operated based on the 
symbol period, M symbols are processed together. 
Hence, the complexity of calculating yk,n is O(K 
log(KM)) for each symbol. If the PPN structure is 
used, the complexity of the AFB will be O(KM +M 
log(M)). As M W-tap time domain filters follow the 
AFB, the complexity of filtering is O(KM) for one 
symbol period. Combining the AFB and sub-channel 
filters, we can write the complexity of calculating yk,n 
by using the PPN structure as O(K+log(M)) for each 
symbol.

After the AFB and filters, we obtain the sequence 
{yk,n}.However, to calculate the function nodes 
Fk,n and  , we also need λ(k, k−a, n, n−b). 
As discussed in Section 3.2, only W out of KM 
components in Eq.(15) are nonzero and need to be 
calculated. As W is proportional to K, the complexity 
of calculating λ(k, k−a, n, n−b) is O(K) for each pair 
of symbols. As all the other parameters are scalars, 
the complexity of calculating Fk,n and  is also 
O(K) for each function node. Assuming that one 
symbol will be disturbed by L symbols on average, 
there will be L function nodes  corresponding to 
one variable node dk,n. As discussed in Section 3.1, the 
upper bound of L is limited by L1 and L2 so that O(L) 
=O(L1L2). Thus the total complexity of computing the 
function nodes is O(LK)=O(L1L2K) for one symbol. 
When the channel c(m) is time-invariant, λ(k, k−a, n, 
n−b) is also time-invariant and can be pre-computed. 
Then the complexity of calculating this term can be 
ignored when N is large and the total complexity of 
calculating the function nodes for each symbol will 

02-16037-CFY.indd   17 2016-10-27   11:24:29Authorized licensed use limited to: McGill University. Downloaded on November 28,2022 at 07:09:07 UTC from IEEE Xplore.  Restrictions apply. 



Journal of Communications and Information Networks18

be reduced to O(L1L2).
The complexity of updating messages in the FG is 

proportional to the number of links between variable 
nodes and function nodes. For each variable node dk,n, 
there are L function nodes  connected to it. Hence, 
the number of passing messages for one variable node 
is proportional to L. With function nodes calculated as 
above, the updating process of each message is simply 
the sum and product of scalars whose complexity 
is O(1). Therefore, the total complexity of updating 
messages for each symbol is O(L1L2).

Combining all the steps above, we obtain the total 
complexity for each symbol as O(K log(KM) +L1L2K) 
for the FS structure and as O(log(M)+L1L2K) for the 
PPN structure. If the channel is time-invariant and 
λ(k, k−a, n, n−b) is precalculated, the complexity can 
be reduced to O(K log(KM)+L1L2) for the FS structure 
and to O(K+log(M)+L1L2) for the PPN structure.

In contrast, for similar values of M and L2, 
the length of the memory in the Viterbi or BCJR 
algorithm is O(L2M) which makes the complexity 
of the decoding process to be at least O(2L2M). The 
exponentially growing complexity is impractical and 
cannot be reduced even if most of the coefficients in 
the memory are zeros.

5.2  FG-based detector in MIMO systems

As the frequency width of the filter is the same as 
that in the single antenna case, the complexity of 
calculating the corresponding terms ynt,k,n,nr and λnr(nt, 
nt−c, k, k−a, n, n−b) is unchanged. However, the 
use of Nr receiving antennas will result in Nr data 
streams and related calculations, which makes the 
total complexity Nr times larger for each symbol. 
Moreover, the number of interferers will increase to 
about Nt times because of the IAI between the data 
from different antennas.

Considering the above features of MIMO systems, 
the total complexity after combining all the steps of 

the receiver is O (Nr K log(KM)+Nr Nt L1L2K) for the 
FS structure and O (Nr log(M)+Nr Nt L1L2K) for the 
PPN structure. If the channel is time invariant and 
λnr(nt, nt−c, k, k−a, n, n−b) can be precalculated, the 
complexity can be reduced to O(Nr K log(KM)+ Nr Nt 

L1L2) for the FS structure and to O(Nr K+Nr log(M)+ 
Nr Nt L1L2) for the PPN structure.

It can be seen that the complexity of the proposed 
FG-based detector increases linearly with the number 
of transmitting antennas. In contrast, the memory 
length in the Viterbi or BCJR algorithm is O(Nt L2M) 
and therefore, the complexity is at least O((2Nr)

Nt L2M), 
which increases exponentially.

6  Simulation results

In this section, the performance of the FG-based 
detector is evaluated using computer simulations. 
Both PHYDYAS and IOTA pulses were considered 
as prototype filters in the simulation. For the IOTA 
filter, the design parameters from Ref. [14] were set 
as υ0 =1, τ0=1/2, ρ=2. The ITU Vehicular A multipath 
channel model is used[15], which comprised six paths 
with delays of [0, 0.31, 0.71, 1.09, 1.73, 2.51] μs and 
relative powers of [0, −1, −9, −10, −15, −20] dB. Assume 
that perfect channel state information was known. It is 
well known that when the number of carriers is large 
enough, the subbands will be approximately flat and 
the ISI will be small in the single antenna case which 
makes the performance of simple linear equalizers 
very good. Therefore, the superior performance of the 
FG-based MAP detector is more evident with fewer 
carriers in the single antenna case. The simulation 
parameters are listed as

•  Overlapping factor: K = 4.
•  Modulation scheme: OQAM.
•  Sampling frequency: 15.36 MHz.
•  Number of carriers: M = 128.
•  Channel coding: LDPC code with (n, k) = (8 176, 

7 152).
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With these parameters, the subbands were non-flat 
fading as shown in Fig.4. The results were obtained 
by Monte-Carlo simulations with independent trials. 
Here we show the performance of the FG-based 
SISO detector with K coefficients per subband. For 
the purpose of performance comparison, we also 
considered the MMSE and ZF equalizers.
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Figure 4  Part of the non-flat fading subbands under the 

simulation conditions

For the factor graph, the serial message schedule 
was applied as proposed in Section 3.3. When the 
detector was provided with information from the 
decoder, only one iteration was executed inside it 
before outputting the extrinsic information. The 
number of turbo iterations between the detector and 
decoder was set as three. In addition, the messages in 
the FG of the detector were reset after the information 
exchange. The FG with cycles usually leads to the 
overestimation of the reliability of the propagated 
messages. Thus to improve the performance, we used 
a larger value of N0 than the actual one. The N0 was 
increased by 3 dB in the simulations. To mitigate the 
residual interference caused by some approximations, 
such as the circular convolution in calculating λ(k1, k2, 
n1, n2), we set a threshold such that, even when Eb/N0 
>20 dB, N0 could not be smaller than the variance of 
the noise when Eb/N0 =20 dB.

6.1  Single antenna FBMC

Figs.5 and 6 report the BER performance of the 
FBMC system with IOTA and PHYDYAS prototype 
filters, respectively. In the figures we can see that 
the FG-based SISO detector combined with a turbo 
equalization structure had a better performance 
than the simple MMSE and ZF equalizers in coded 
systems. The performance of the ZF equalizer was 
not as good as those of MMSE and FG because of 
the residual interference caused by using circular 
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Figure 5  Coded BER performance of the FG-based 

detector and linear equalizers with IOTA prototype filter 
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Figure 6  Coded BER performance of the FG-based detector 

and linear equalizers with PHYDYAS prototype filter
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convolution to approximate the linear convolution 
of two pulses. The interference can be regarded as 
noise with constant variance whose effect will be 
predominant under high SNR (Signal-to-Noise Ratio). 
The MMSE equalizer offers a tradeoff between 
the noise and interference so that it achieves good 
performance at high SNR. However, the FG-based 
SISO detector can fully utilize the soft information 
and use the turbo equalization structure to achieve the 
best performance. 

6.2  MIMO-FBMC

A 2×6 MIMO-FBMC system was considered in the 
simulation. The two antennas transmitted different 
data streams, which means that IAI would exist at the 
receiver. Figs.7 and 8 report the BER performance of 
the MIMO-FBMC system with IOTA and PHYDYAS 
prototype filters respectively. The three algorithms 
benefited from the spatial diversity of MIMO systems 
with the BER decreasing faster than that in the single 
antenna case. Similarly, the FG-based MIMO detector 
achieved better performance than the MMSE and ZF 
equalizers.
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Figure 7  Coded BER performance of the FG-based 

detector and linear equalizers with IOTA prototype filter in 

MIMO systems
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Figure 8  Coded BER performance of the FG-based 

detector and linear equalizers with PHYDYAS prototype 

filter in MIMO systems

7  Conclusion

In this paper, we considered the application of an 
FG-based SISO MAP detector to FBMC systems. 
The complexity of the proposed detector grows 
linearly with the number of interfering symbols, 
which makes it attractive for implementation under 
practical conditions. The detector can be naturally 
combined with a decoder to form a turbo structure 
to improve the performance. Moreover, we extended 
the proposed FG-based detector to MIMO-FBMC 
systems and the complexity increased linearly 
with the number of antennas. Simulation results 
showed that the FG-based detector can achieve 
better performance than the simple MMSE and ZF 
equalizers in coded systems.
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