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#### Abstract

In this paper, we address the problem of adaptive eigenvalue decomposition (EVD). We propose a new approach, based on the optimization of the log-likelihood criterion. The parameters of the log-likelihood to be estimated are the eigenvectors and the eigenvalues of the data covariance matrix. They are actualized by means of a stochastic algorithm that requires little computational cost. Furthermore, the particular structure of the algorithm, that we named MALASE, ensures the orthonormality of the estimated basis of eigenvectors at each step of the algorithm. MALASE algorithm shows strong links with many Givens rotation based update algorithms that we discuss. We consider convergence issues for MALASE algorithm and give the expression of the asymptotic covariance matrix of the estimated parameters. The practical interest of the proposed method is shown on examples.
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## 1. Introduction

Let $X=\left(X_{n}\right)_{n \in \mathbb{Z}}$ denote a size- $N$, complex valued process $\left(X_{n} \in \mathbb{C}^{N}\right)$, with covariance matrix $R_{X, n}=E\left\{X_{n} X_{n}^{\mathrm{H}}\right\}$. Subspace methods are based on the eigenvalue decomposition (EVD) of $R_{X, n}$, or at least on the estimation of the subspace spanned by the eigenvectors associated to the largest (resp. the smallest) eigenvalues, and named the signal (resp. the noise) subspace. These methods are classically used within several multivariate signal processing problems.

[^0]Applications such as sources localization (MUSIC algorithm, [5,25]), vector quantization [15], or more recently blind channel equalization impulse response identification [19], often require estimation of such decompositions of the covariance matrices.

When $X$ is a wide sense stationary process, the covariance matrix $R_{X, n}$ is constant ( $R_{X, n}=R_{X}$ ), and it can be estimated easily by means of any classical technique, such as the empiric estimator (i.e. in the form $(1 / L) \sum_{k=1, L} X_{k} X_{k}^{\mathrm{H}}$, where $L$ is the data length). Then, the corresponding eigenvalue decomposition can be obtained from standard algorithms such as the orthogonal iteration method (e.g. [16]).

But, in many applications, such as moving source localization and tracking, or time varying channel
identification for mobile radio transmissions, the covariance matrix $R_{X, n}$ is time varying and the above methods no longer apply directly. In this case, several approaches have been proposed to track the instantaneous EVD of $R_{X, n}$ (see [10] for an excellent survey of adaptive subspace estimation prior to 1990; some more recent algorithms are reviewed in [12]).

For instance, a first kind of techniques consists in adapting some classical EVD computation algorithm for adaptive purposes via an extension from the stationary case to the non-stationary case. Generally, the covariance matrix estimate is computed by
$\hat{R}_{X, n}=(1-\mu) \hat{R}_{X, n-1}+\mu \mathbf{x}_{n} \mathbf{x}_{n}^{\mathrm{H}}$,
where $0<\mu \ll 1$, and $\mathbf{x}_{n}$ represents the data vector at time $n$, i.e. the realization of the process $X$ at time $n$. Then, the EVD of $\hat{R}_{X, n}$ is performed; in fact, at each instant $n$, only one (or a few) iteration of a classical EVD algorithm is performed to update the previously estimated EVD. This iteration may also involve an orthonormalization procedure that requires a QR or GS decomposition. Equivalent approaches have also been proposed to perform adaptive singular value decompositions (SVD) of the data matrix. Algorithms of these kinds can be found for example in $[14,18,20,26]$, with computational complexity ranging from $O\left(N^{2}\right)$ or $O\left(N K^{2}\right)$ to $O(N K)$, where $K$ is the dimension of the subspace to be estimated.

In some approaches the estimate of $R_{X, n}$ is directly replaced in Eq. (1) by the parameters of its EVD. Then, the subspaces are updated by techniques that involve Householder reflection matrices, or Givens rotation matrices (see e.g. [11] and [9], respectively). With such parametrizations of the eigenvectors update, the orthonormality of the estimated basis is held at each iteration. Let us remark that in [11] the signal and noise subspaces eigenvalues are averaged. Thus, only the estimation of a basis of both subspaces can be obtained. On the contrary, in [9] the complete EVD can be estimated. Both methods require $O(N K)$ operations.

Another kind of algorithms is designed to estimate the EVD (or a basis of the subspace of interest) by performing adaptive optimization of some possibly constrained criterion. This is done by means of some
stochastic gradient algorithm (e.g. [21-23]), or as in [ $1,28,29$ ] by means of an RLS approach. The computational cost of these methods ranges from $O(N K)$ to $O\left(N K^{2}\right)$, or $O\left(N^{2} K\right)$.
Some of the above methods simply intend to provide a basis of the signal or of the noise subspace, while some others supply an estimate of the complete EVD. Many applications make use of the projector onto the noise or signal subspace, and as pointed out in [9] perfect orthonormality is a desirable property for many subspace-based estimation techniques. In particular, for sources localization, deviations from the orthonormality lead to limited resolution capability and limited estimation performance of the root MUSIC algorithm [3]. Here, our main interest for considering the orthonormality issue stems from the fact that stochastic algorithms may sometimes become unstable if some constraints upon the parameters are not satisfied. In particular, we will see that we must ensure an orthonormality constraint upon the eigenbasis to derive a stable adaptive EVD based on the log-likelihood criterion.

Besides, it is often interesting to get the complete EVD, involving in particular the estimation of the eigenvalues, to solve problems where the noise or signal subspace dimension has to be estimated. Indeed, the knowledge of the eigenvalues allows the use of statistical criteria to estimate their dimension (e.g. [2,24]).

In this paper, we propose a new approach to adaptively estimate the EVD, that provides a number of desirable features, as explained below. Unlike the above mentioned techniques, it is based on adaptive optimization of the log-likelihood functional. This is quite a natural criterion for statistical estimation purposes, even if the minimum variance property of the log-likelihood functional is actually an asymptotic property. With this criterion, we could derive an algorithm that provides exact orthonormality of the estimated eigenvectors, with computational complexity in $O\left(N^{2}\right)$ for the calculation of the complete EVD.

This algorithm is closely related to algorithms such as PROTEUS-1 and PROTEUS-2 [9]. In particular, using the same preprocessing technique as in [9], it is possible to reduce the computational burden: when only $K<N$ eigenvalues of $R_{X, n}$ are distinct (as in many subspace tracking problems),
the update of the eigendecomposition can be performed at the expense of $O(N K)$ operations. Furthermore, we have shown that the only stable stationary points of the new algorithm represent the EVD of the data covariance matrix. Also, we calculated the asymptotic covariance matrix for the parameters of the EVD. For the sake of conciseness, the calculations related to convergence and asymptotic covariance are omitted here, and will be published separately.

The paper is organized as follows: Section 2 deals with the derivation of the algorithm, that we named MAximum Likelihood Adaptive Subspace Estimation (MALASE). Reduction of the computational burden and links with algorithms based on updates that involve Givens rotations are considered in Section 3, as well as the convergence and asymptotic performance. Section 4 is devoted to examples that show the satisfactory behavior of the algorithm. Some concluding remarks are given in Section 5.

To end this section, let us introduce some notations. First, the superscript ${ }^{\mathrm{T}}$, ${ }^{*}$, and ${ }^{\mathrm{H}}$ will respectively denote the transpose, conjugate, and transpose-conjugate of a vector or a matrix. The trace, determinant, and expectation operators will be denoted by $\operatorname{Tr}(),.|$.$| , and E\{$.$\} respectively. Vectors$ will be denoted by bold lower case letters, as in $\mathbf{v}$, with the corresponding $i$ th entry denoted as $v_{i}$. In addition, $\mathbf{v}=\operatorname{diag}(A)$ will denote the vector $\mathbf{v}$ that contains the diagonal terms of the matrix $A$, while $A=\operatorname{diag}(v)$ will denote the diagonal matrix with diagonal terms $[A]_{i, i}=v_{i}\left([A]_{i, j}\right.$ denotes the $i j$ th entry of $\left.A\right) . I_{K}$ will denote the size $K$ identity matrix. In general, the (estimated) EVD of $R_{X, n}$ will be denoted $U_{n}^{\mathrm{H}} \Lambda_{n} U_{n}$, where $U_{n}$ is the unitary matrix that contains the eigenvectors, denoted $\left(U_{i, n}\right)_{i=1, N}\left(U_{n}=\left[U_{1, n}, \ldots, U_{N, n}\right]\right)$, and $\Lambda_{n}=\operatorname{diag}\left(\lambda_{1, n}, \ldots, \lambda_{N, n}\right)$ is the diagonal matrix that contains the eigenvalues $\left(\lambda_{i, n}\right)_{i=1, N}$ at time $n$. When necessary, we will assume without loss of generality that the eigenvalues are classified in decreasing order.

## 2. Derivation of MALASE algorithm

In this section, we derive the proposed algorithm. It is based on iterative optimization of the
log-likelihood functional, where the parameters to be estimated are those of the EVD of $R_{X, n}$. In particular, we show how it is possible to account for an orthonormality constraint upon $U_{n}$ at each step of the algorithm.

### 2.1. The maximum-likelihood criterion

Let $f$ denote the probability density function of the random, complex circular, and zero mean Gaussian vector, denoted $X_{n}$, with $X_{n} \in \mathbb{C}^{N}$. Under the hypothesis $R_{X, n}=R$, we have
$f\left(\mathbf{x}_{n} ; R\right)=\frac{1}{\pi^{N}|R|} \exp \left(-\mathbf{x}_{n}^{\mathrm{H}} R^{-1} \mathbf{x}_{n}\right)$.
It is clear that up to an additive constant, the opposite of the log-likelihood is given by

$$
\begin{equation*}
\Psi\left(\mathbf{x}_{n} ; R\right)=\log |R|+\mathbf{x}_{n}^{\mathrm{H}} R^{-1} \mathbf{x}_{n} . \tag{3}
\end{equation*}
$$

Letting $U \Lambda U^{\mathrm{H}}$ represent the EVD of $R$, with $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{N}\right), \Psi\left(\mathbf{x}_{n}, R\right)$ can be rewritten in the form
$\Phi\left(\mathbf{x}_{n} ; U, \Lambda\right)=\sum_{k=1, N} \log \lambda_{k}+\mathbf{x}_{n}^{\mathrm{H}} U \Lambda^{-1} U^{\mathrm{H}} \mathbf{x}_{n}$.
It might seem natural to iteratively search a minimum of $\Phi$ by means of a gradient algorithm.

It is shown in Appendix A that a direct update of $(U, \Lambda)$ by means of a stochastic gradient approach would not lead to a converging algorithm. In what follows, we are going to show that it is possible to overcome this problem by accounting for a unitary constraint upon $U$.

### 2.2. The proposed updating scheme

In [13] matrix based algorithms are studied from the viewpoint of continuous-time systems theory and differential geometry. With a view to optimize $\Phi\left(\mathbf{x}_{n} ; U, \Lambda\right)$ let us recall the following result:

Proposition 1. Let $U(t)$ be a differentiable matrix function defined on the manifold of unitary matrices. Then, the gradient vector of the function $\operatorname{Tr}\left[\left(U H_{1} U^{\mathrm{H}}\right) H_{2}\right]$, where $H_{1}$ and $H_{2}$ are arbitrary hermitian matrices, is given by

$$
\begin{align*}
& \operatorname{grad}_{U} \operatorname{Tr}\left[\left(U H_{1} U^{\mathrm{H}}\right) H_{2}\right] \\
& \quad=\left[H_{2}\left(U H_{1} U^{\mathrm{H}}\right)-\left(U H_{1} U^{\mathrm{H}}\right) H_{2}\right] U, \tag{5}
\end{align*}
$$

where $\operatorname{grad}_{U} f(U)$ represents the matrix with $(i, j)$ th entry in the form $\partial f(U) / \partial U_{i j}$.

Proof (see [13, p. 62-63]).
Since $\Phi\left(\mathbf{x}_{n} ; U, \Lambda\right)$ can be written as
$\Phi\left(\mathbf{x}_{n} ; U, \Lambda\right)=\sum_{k=1, N} \log \lambda_{k}+\operatorname{Tr}\left[\left(U \Lambda^{-1} U^{\mathrm{H}}\right)\left(\mathbf{x}_{n} \mathbf{x}_{n}^{\mathrm{H}}\right)\right]$,
it comes from (5) that

$$
\begin{align*}
\operatorname{grad}_{U} \Phi\left(\mathbf{x}_{n} ; U, \Lambda\right)= & {\left[\mathbf{x}_{n} \mathbf{x}_{n}^{\mathrm{H}}\left(U \Lambda^{-1} U^{\mathrm{H}}\right)\right.} \\
& \left.-\left(U \Lambda^{-1} U^{\mathrm{H}}\right) \mathbf{x}_{n} \mathbf{x}_{n}^{\mathrm{H}}\right] U \\
= & U\left(\mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}} \Lambda^{-1}-\Lambda^{-1} \mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}}\right) \tag{6}
\end{align*}
$$

where $\mathbf{y}_{n}=U^{\mathrm{H}} \mathbf{x}_{n}$. Furthermore, recalling that the exponential of a square matrix $A$ is defined by $\exp (A)=$ $\sum_{k=0}^{\infty} A^{k} / k!$, it is clear that $\operatorname{grad}_{U} \Phi\left(\mathbf{x}_{n} ; U, \Lambda\right)$ is tangent to the curve defined by

$$
U(t)=U \exp \left[t\left(\mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}} \Lambda^{-1}-\Lambda^{-1} \mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}}\right)\right]
$$

for $t=0$. The reader will note that this curve lies in the manifold of unitary matrices. Indeed, a square matrix, say $A$, is a skew-symmetric matrix (i.e. $A^{\mathrm{H}}=-A$ ) if and only if $\exp (A)$ is a unitary matrix (see e.g. $[9,27]$ ), and matrix $\mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}} \Lambda_{n-1}^{-1}-\Lambda_{n-1}^{-1} \mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}}$ is clearly skew-symmetric.

Moving on the curve $U(t)$ from point $t=0$ in the direction of decreasing values of $\Phi\left(\mathbf{x}_{n} ; U, \Lambda\right)$ amounts to let $t$ decrease. Thus, a discretized version of the optimization of $\Phi\left(\mathbf{x}_{n} ; U, \Lambda\right)$ as a continuous function of $U$ is given by the following update scheme:
$U_{n}=U_{n-1} \exp \left(\mu\left(\Lambda_{n-1}^{-1} \mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}}-\mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}} \Lambda_{n-1}^{-1}\right)\right)$,
where $\mu$ is the algorithm stepsize. Similarly $\Lambda$ can be updated by means of a gradient technique, yielding the following update algorithm for $\left(U_{n}, \Lambda_{n}\right)$ :
$\mathbf{y}_{n}=U_{n-1}^{\mathrm{H}} \mathbf{x}_{n}$,
$U_{n}=U_{n-1} \exp \left(\mu\left(\Lambda_{n-1}^{-1} \mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}}-\mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}} \Lambda_{n-1}^{-1}\right)\right)$,
$\Lambda_{n}=\Lambda_{n-1}+\mu^{\prime}\left(\Lambda_{n-1}^{-2} \operatorname{diag}\left(\operatorname{diag}\left(\mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}}\right)\right)-\Lambda_{n-1}^{-1}\right)$.

We will call this algorithm as MALASE, for MAximum Likelihood Adaptive Subspace Estimation. The
stepsizes $\mu$ and $\mu^{\prime}$ in (8) are possibly different. The reason for choosing different stepsizes lies in the fact that the convergence rate may be different for $U_{n}$ and $\Lambda_{n}$ when $\mu=\mu^{\prime}$, as accounted for in the simulations of Section 4.

For those readers who may not be familiar with derivation on matrix manifolds, an alternative direct derivation of MALASE is supplied in the Appendix B.

### 2.3. Some properties of MALASE algorithm

Let us briefly point out some nice features of MALASE algorithm.

### 2.3.1. Orthonormality

As mentioned above the update factor $\exp (\mu$ $\left.\times\left(\Lambda_{n-1}^{-1} \mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}}-\mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}} \Lambda_{n-1}^{-1}\right)\right)$ is a unitary matrix. This ensures that the orthonormality property is preserved by MALASE algorithm, provided that the algorithm is initialized with a unitary matrix $U_{0}$. However, it is not necessary to have $U_{0}$ unitary to ensure the convergence since MALASE algorithm steers the matrix $U$ towards the manifold of unitary matrices (see the simulation part).

### 2.3.2. Computational complexity

MALASE algorithm may seem to involve high computational cost, due to the matrix exponential that appears in relation (8b). However, since $\exp \left(\mu\left(\Lambda_{n-1}^{-1} \mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}}-\mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}} \Lambda_{n-1}^{-1}\right)\right.$ is the exponential of the sum of two rank one matrices, it is possible to show that the calculation of this matrix requires only $O\left(N^{2}\right)$ operations. To check this, let us denote $\mathbf{z}_{n}=\Lambda_{n-1}^{-1} \mathbf{y}_{n}$, and $\left[\mathbf{z}_{n} \mathbf{y}_{n}\right]=Q_{n} R_{n}$ the QR decomposition of the size- $N \times 2 \mathrm{ma}$ $\operatorname{trix}\left[\mathbf{z}_{n} \mathbf{y}_{n}\right]$, with $Q_{n}$ of size $N \times 2$. Then, letting $c_{n}=\sqrt{\left\|\mathbf{y}_{n}\right\|^{2}\left\|\mathbf{z}_{n}\right\|^{2}-\left(\mathbf{y}_{n}^{\mathrm{H}} \mathbf{z}_{n}\right)^{2}}$ it can be shown (see Appendix C) that

$$
\begin{align*}
& \exp \left(\mu\left(\Lambda_{n-1}^{-1} \mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}}-\mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}} \Lambda_{n-1}^{-1}\right)\right) \\
& \quad=I+Q_{n}\left(\begin{array}{cc}
\cos \mu c_{n}-1 & -\sin \mu c_{n} \\
\sin \mu c_{n} & \cos \mu c_{n}-1
\end{array}\right) Q_{n}^{\mathrm{H}} \tag{9}
\end{align*}
$$

It is easy to check that the calculation of $U_{n-1} \exp (\mu$ $\left.\times\left(\Lambda_{n-1}^{-1} \mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}}-\mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}} \Lambda_{n-1}^{-1}\right)\right)$ only requires $O\left(N^{2}\right)$
operations. We will explain in Section 3 how this computational burden can be decreased when $R_{X, n}$ has less than $N$ distinct eigenvalues. Finally, MALASE algorithm can be implemented as follows:

$$
\begin{align*}
& \text { MALASE algorithm } \\
& \text { Initialize } U_{0} \text { unitary, } \\
& \lambda_{k, 0} \text { with distinct values }(k=1, N) \text {, } \\
& \text { and } \mu, \mu^{\prime}>0 \text {, } \\
& \text { For each time step do } \\
& \text { input } \mathbf{x}_{n} \\
& \mathbf{y}_{n}=U_{n-1}^{\mathrm{H}} \mathbf{x}_{n} \\
& z_{k, n}=\lambda_{k, n-1}^{-1} y_{k, n} \quad(k=1, N) \\
& c_{n}=\sqrt{\left\|\mathbf{y}_{n}\right\|^{2}\left\|\mathbf{z}_{n}\right\|^{2}-\left(\mathbf{y}_{n}^{\mathrm{H}} \mathbf{z}_{n}\right)^{2}} \\
& Q_{n}=\left[\frac{\mathbf{z}_{n}}{\left\|\mathbf{z}_{n}\right\|} \frac{\mathbf{z}_{n}\left(\mathbf{z}_{n}^{\mathrm{H}} \mathbf{y}_{n}\right)-\mathbf{y}_{n}\left\|\mathbf{z}_{n}\right\|^{2}}{c_{n}\left\|\mathbf{z}_{n}\right\|}\right]  \tag{10}\\
& U_{n}=U_{n-1}+\left\{U_{n-1} Q_{n}\right\} \\
& \times\left\{\left(\begin{array}{cc}
\cos \mu c_{n}-1 & -\sin \mu c_{n} \\
\sin \mu c_{n} & \cos \mu c_{n}-1
\end{array}\right) Q_{n}^{\mathrm{H}}\right\} \\
& \lambda_{k, n}=\lambda_{k, n-1}+\mu^{\prime}\left(\lambda_{k, n-1}^{-2}\left|y_{k, n}\right|^{2}-\lambda_{k, n-1}^{-1}\right) \\
& (k=1, N) .
\end{align*}
$$

The $\lambda_{k, 0}$ can be chosen for instance regularly spaced in the interval $[a, b]$, where $a$ and $b$ are rough estimates of the smallest eigenvalue and of the largest eigenvalue. $U_{0}$ can be chosen equal to the identity matrix. Also, it is possible to perform an initial EVD, SVD, QR or GS decomposition from the first data samples in order to get a better initialization.

## 3. Reduction of the computational burden and convergence properties

### 3.1. Reduction of the computational burden

Now, let us assume that we are only interested in searching for the subspace associated to the $p$ largest,
or the $p$ smallest, eigenvalues of $R_{X, n}$. We are going to show that in this case MALASE algorithm can be implemented in a way that requires updating only $p+1=K$ vectors at each iteration, and that this can be done at the expense of $O(N K)$ operations. This $O(N K)$ implementation will be referred to as MALASE $(K)$.

We assume that the $N-p$ eigenvalues associated with the eigenvectors that we do not need are all equal. This situation arises in many applications. When this condition is not matched, it is possible to average these $N-p$ eigenvalues, as proposed in [11].
Let us assume for instance that we search for vectors $U_{1, n}, \ldots, U_{p, n}$ and that the $N-p$ smallest eigenvalues are all equal: $\lambda_{p+1}=\cdots=\lambda_{N}$. As in [9], we achieve computational complexity reduction by means of a convenient preprocessing of the vector $\mathbf{x}_{n}$, that replaces the calculation of $\mathbf{y}_{n}=$ $U_{n}^{\mathrm{H}} \mathbf{x}_{n}$.

The preprocessing is based on an isometric transform applied to $\mathbf{x}_{n} \cdot \mathbf{x}_{n}$ is transformed into a size $p+1$ vector, denoted $\xi_{n}$, with first $p$ components representing the projection of $\mathbf{x}_{n}$ on the space spanned by $U_{1, n}, \ldots, U_{p, n}$. Then, all but the first component of the projection of $\mathbf{x}_{n}$ on the space spanned by $U_{p+1, n}, \ldots, U_{N, n}$ are set to zero by means of a bloc-Householder transform, denoted $H_{n}$ (see e.g. [16] for more details). The non-zero component defines $\xi_{p+1, n}$. These operations amount to calculate $H_{n} \mathbf{y}_{n}=\left[\xi_{n}^{\mathrm{T}} 0^{\mathrm{T}}\right]^{\mathrm{T}}$, but we are going to see that this is done in a way that requires only $O(N K)$ operations. The following summary of the preprocessing shows this clearly.

## Preprocessing

For each time step do
input $\mathbf{x}_{n}$
$U_{S}=\left[U_{1, n-1}, \ldots, U_{p, n-1}\right]$
$a=U_{S}^{\mathrm{H}} \mathbf{x}_{n}$
$b=\mathbf{x}_{n}-U_{S} a$
$\xi_{n}=\left[a^{\mathrm{T}}\|b\|\right]^{\mathrm{T}}$

Let us remark that unlike in [9] no preprocessing in the form $a \rightarrow D a$, where $D=\operatorname{diag}\left(a_{1}^{*} /\left|a_{1}\right|, \ldots, a_{p}^{*} /\left|a_{p}\right|\right)$ is required.

Now, let us denote $v_{n}=\operatorname{diag}\left(\lambda_{1, n-1}^{-1}, \ldots, \lambda_{p+1, n-1}^{-1}\right) \xi_{n}$. Let us remark that $H_{n} \mathbf{z}_{n}=\left[v_{n}^{\mathrm{T}} 0^{\mathrm{T}}\right]^{\mathrm{T}}$ since $\lambda_{p+1, n-1}=$ $\cdots=\lambda_{N, n-1}$. It is clear that the terms $c_{n}$ and $Q_{n}$ in MALASE algorithm can be rewritten as
$c_{n}=\sqrt{\left\|\xi_{n}\right\|^{2}\left\|v_{n}\right\|^{2}-\left(\xi_{n}^{\mathrm{H}} v_{n}\right)^{2}}$,
$Q_{n}=H_{n}^{\mathrm{H}}\binom{Q_{n}^{(K)}}{0}$,
$Q_{n}^{(K)}=\left[\frac{v_{n}}{\left\|v_{n}\right\|} \frac{v_{n}\left(v_{n}^{\mathrm{H}} \xi_{n}\right)-\xi_{n}\left\|v_{n}\right\|^{2}}{c_{n}\left\|v_{n}\right\|}\right]$.
Then, the update of $U_{n}$ can be rewritten as
$U_{n}=U_{n-1}+U_{n-1} H_{n}^{\mathrm{H}}$
$\times\left(\begin{array}{cc}Q_{n}^{(K)}\left(\begin{array}{cc}\cos \mu c_{n}-1 & -\sin \mu c_{n} \\ \sin \mu c_{n} & \cos \mu c_{n}-1\end{array}\right) Q_{n}^{(K) \mathrm{H}} & 0 \\ 0 & 0\end{array}\right) H_{n}$,
i.e.

$$
\begin{align*}
& U_{n} H_{n}^{\mathrm{H}}=U_{n-1} H_{n}^{\mathrm{H}}+U_{n-1} H_{n}^{\mathrm{H}} \\
& \quad \times\left(\begin{array}{cc}
Q_{n}^{(K)}\left(\begin{array}{cc}
\cos \mu c_{n}-1 & -\sin \mu c_{n} \\
\sin \mu c_{n} & \cos \mu c_{n}-1
\end{array}\right) Q_{n}^{(K) \mathrm{H}} & 0 \\
0 & 0
\end{array}\right) . \tag{14}
\end{align*}
$$

Let us denote $U_{n}^{(K)}$ the $N \times(p+1)$ matrix that contains the first $p+1$ vectors of $U_{n} H_{n}^{\mathrm{H}}$. It is clear that the first $p$ columns of $U_{n}$, are left unchanged by the transform $U \rightarrow U H_{n}^{\mathrm{H}}$. The last column of $U_{n}^{(K)}$ is $U_{p+1, n}^{(K)}=$ $\|b\|^{-1} b$, where $b$ is defined as in the preprocessing. Thus, $U_{n}^{(K)}=\left[U_{1, n}, \ldots, U_{p, n},\|b\|^{-1} b\right]$.

From these considerations, it appears that MALASE algorithm can be rewritten in a new way that we will name MALASE ( $K$ ).

## MALASE (K) implementation of MALASE algorithm

Initialize $U_{0}$ unitary, initialize $\lambda_{k, 0}$ with distinct values $(k=1, K)$, and $\mu, \mu^{\prime}>0$,

For each time step do

$$
\left.\left.\begin{array}{l}
\text { input } \mathbf{x}_{n} \\
U_{S}=\left[U_{1, n-1}^{(K)}, \ldots, U_{p, n-1}^{(K)}\right] \\
a=U_{S}^{\mathrm{H}} \mathbf{x}_{n} \\
b=\mathbf{x}_{n}-U_{S} a \\
\xi_{n}=\left[a^{\mathrm{T}}\|b\|\right]^{\mathrm{T}} \\
U_{p+1, n-1}^{(K)}=\|b\|^{-1} b \\
v_{k, n}=\lambda_{k, n-1}^{-1} \xi_{k, n}, \quad(k=1, K) \\
c_{n}=\sqrt{\left\|\xi_{n}\right\|^{2}\left\|v_{n}\right\|^{2}-\left(\xi_{n}^{\mathrm{H}} v_{n}\right)^{2}}  \tag{15}\\
\begin{array}{l}
Q_{n}^{(K)}=\left[\begin{array}{ll}
v_{n} & \frac{v_{n}\left(v_{n}^{\mathrm{H}} \xi_{n}\right)-\xi_{n}\left\|v_{n}\right\|^{2}}{c_{n}\left\|v_{n}\right\|}
\end{array}\right] \\
U_{n}^{(K)}=u_{n-1}^{(K)}+\left\{U_{n-1}^{(K)} Q_{n}^{(K)}\right\}
\end{array} \\
\quad \times\left\{\left(\begin{array}{ll}
\cos \mu c_{n}-1 & -\sin \mu c_{n} \\
\sin \mu c_{n} & \cos \mu c_{n}-1
\end{array}\right) Q_{n}^{(K) \mathrm{H}}\right.
\end{array}\right\},\right\} \begin{aligned}
& \lambda_{k, n}=\lambda_{k, n-1}+\mu^{\prime}\left(\lambda_{k, n-1}^{-2} \mid \xi_{k, n} \|^{2}-\lambda_{k, n}^{-1}\right) \\
& \quad(k=1, K-1) \\
& \lambda_{K, n}=\lambda_{K, n-1}+\mu^{\prime}\left(\lambda_{K, n-1}^{-2} \frac{\left|\xi_{K, n}\right|^{2}}{N-p}-\lambda_{K, n}^{-1}\right) .
\end{aligned}
$$

Since $Q_{n}^{(K)}$ is a size $K \times 2$ matrix, it is clear that $\operatorname{MALASE}(K)$ requires only $O(N K)$ operations. Some important issues for practical implementation of MALASE $(K)$ are presented in Sections 4.2.1 and 4.2.2.

### 3.2. EVD update and Givens rotations

Several eigenvalue update techniques, such as MALASE or PROTEUS-1 algorithm [9], rely on an
update of $U_{n}$ in the form
$U_{n}=U_{n-1} \exp \left(\Theta_{n}\right)$,
where $\Theta_{n}$ is a skew symmetric matrix, or in the form

$$
\begin{equation*}
U_{n}=U_{n-1} \Pi_{1 \leqslant i<j \leqslant N} G_{i, j}\left(\theta_{i j, n}\right), \tag{17}
\end{equation*}
$$

where $G_{i, j}\left(\theta_{i j, n}\right)$ is a Given's rotation that operates on columns $i$ and $j$ (see e.g. [13] and enclosed references). In general both updates (16) and (17) are equivalent up to a second order term in $O\left(\mu^{2}\right)$, letting $\theta_{i j, n}=\left[\Theta_{n}\right]_{i j}$. In particular, MALASE yields (for the real case)
$\theta_{i j, n}=\mu\left(\frac{1}{\lambda_{i, n-1}}-\frac{1}{\lambda_{j, n-1}}\right) \xi_{i, n} \xi_{j, n}$.
In [9], PROTEUS-1 and PROTEUS-2 algorithms involve rotations in the form
$\theta_{i j, n}=\frac{\mu}{\lambda_{j, n-1}-\lambda_{i, n-1}} \xi_{i, n} \xi_{j, n}$,
and
$\theta_{i j, n}=-\frac{\mu}{\lambda_{i, n-1}} \xi_{i, n} \xi_{j, n} \quad$ for $i<j$,
$\theta_{j i, n}=-\theta_{i j, n}$,
yielding computational costs in $O\left(N K^{2}\right)$ and $O(N K)$ operations per step respectively.

It is interesting to note that if $\forall i<j, \lambda_{i} \gg \lambda_{j}$, then for MALASE $\theta_{i j, n}$ can be approximated by $\theta_{i j, n}=$ $-\left(\mu / \lambda_{j, n-1}\right) \xi_{i, n} \xi_{j, n}$. Then $\left|\theta_{i j, n}\right|$ is larger for MALASE than for PROTEUS-2. This is in accordance with the faster convergence and higher asymptotic variance often observed for MALASE compared to PROTEUS-2 when $\mu$ is fixed.

Note also that PROTEUS algorithms are derived from the following update of $R_{X, n}$ :
$\hat{R}_{X, n}=(1-\mu) \hat{R}_{X, n-1}+\mu \mathbf{x}_{n} \mathbf{x}_{n}^{\mathrm{H}}$.
From this, and above mentioned similarities between MALASE and PROTEUS algorithms, we get an interpretation of the update factor $\mu$ of MALASE algorithm: $\mu$ can be seen as the update factor of the stochastic gradient estimate of $R_{X, n}$.

### 3.3. Convergence and asymptotic covariance matrix

As usual, the study of the convergence is considered for a stationary random process $X$. It has been possible to prove that stationary stable points of the algorithm correspond to the desired solution and to calculate the asymptotic variance of the parameters. However, the convergence analysis is rather involved and beyond the scope of this paper. For this reason we hope to present it separately, and only the main results are collected in this section.

### 3.3.1. Convergence of MALASE algorithm

Let ( $U_{*}, \Lambda_{*}$ ) represent a stationary point of MALASE algorithm. Then rewriting equations (8) in the form

$$
\begin{align*}
& U_{n+1}=U_{n}+\mu H_{1}\left(X_{n} ; \Lambda, U\right),  \tag{21}\\
& \Lambda_{n+1}=\Lambda_{n}+\mu H_{2}\left(X_{n} ; \Lambda, U\right),
\end{align*}
$$

it can be shown that the stationary points correspond to unitary matrices $U$ such that $U^{\mathrm{H}} R_{X} U$ is a block diagonal matrix (the sizes of the different blocks may be different), where the terms along the diagonal of a given block are all equal. Thus it appears that the eigenvalue decompositions are not the only stationary points of the algorithm. However, the following result ensures the desired convergence property:

Proposition 2. The stationary stable points of MALASE algorithm correspond to the EVD of $R_{X}$.

### 3.3.2. Asymptotic covariance matrix

Using standard techniques involving linearization of the update of $U_{n}$ for small $\mu$ and results of the ordinary differential equation theory [4], we have been able to derive the asymptotic covariance matrix for the parameters.

Let $\left(U_{1, n}, \ldots, U_{N, n}\right)$ and ( $\left.\lambda_{1, n}, \ldots, \lambda_{N, n}\right)$ denote the estimated eigenvectors and the estimated eigenvalues, and let us denote $V_{n}=\left[U_{1, n}^{\mathrm{T}}, \ldots, U_{N, n}^{\mathrm{T}}, \lambda_{1, n}, \ldots, \lambda_{N, n}\right]^{\mathrm{T}}$ the size- $\left(N^{2}+N\right)$ vector that contains these parameters. For small values of $\mu$ the asymptotic covariance matrix of $V_{n}$ is equal to $\mu P$, where $P$ is the only solution of a Lyapunov equation; this solution is in the form
$\mu P=\frac{1}{2} \mu I_{N^{2}+N}$.

This is a very interesting result since the asymptotic variance depends only on $\mu$, and not on the parameters of the EVD of $R_{X}$, unlike other algorithms. Furthermore, any of the $N^{2}+N$ parameters are asymptotically uncorrelated, and have the same variance, equal to $\mu / 2$. For eigenvalues, this can be compared for instance to the usual update in the form
$\lambda_{k, n}=\lambda_{k, n-1}+\mu\left(\left|\xi_{k, n}\right|^{2}-\lambda_{k, n-1}\right)$,
that yields theoretical asymptotic variance for $\lambda_{k}$ equal to $(\mu / 2) \lambda_{k}^{2}$.

### 3.3.3. Convergence rate

Paralleling the discussion in [7] where it is shown that PROTEUS-2 has similar convergence rates for all the parameters, it can be shown that this property may not be satisfied for MALASE, as already mentioned in Section 2.2. Using (23) for the update of the eigenvalues in MALASE would permit to change this. But then, the asymptotic variance of MALASE would no longer be similar for all the parameters.

## 4. Experimental results

### 4.1. Asymptotic variance

The above considerations upon the asymptotic covariance of the algorithm are derived for small values of $\mu$. But in practice, reasonable values of $\mu$, i.e. values of $\mu$ that ensure convergence at a speed about equivalent to that of other existing techniques, cannot be considered as small for MALASE algorithm. In particular, with $X$ defined as in Section 4.2, we calculated the average variance of the estimated eigenvectors coefficients from $10^{4}$ iterations of the algorithm. We obtained $6 \times 10^{-5}$ for $\mu=10^{-4}, 0.0042$ for $\mu=0.005$, and 0.072 for $\mu=0.05$. Thus, only for $\mu=10^{-4}$ the variance of the parameters is about $\mu / 2$. This shows that for large values of $\mu$, one should better consider values of the asymptotic covariance calculated from Monte Carlo simulations. However, the theoretical asymptotic variance is a useful index since to a certain extent the simulation results confirm the theoretical results. In accordance with theoretical variance calculations, we have checked that the asymptotic variance of distinct parameters do not differ too much for MALASE, especially for low SNR (i.e. when the eigenvalues are
little scattered). On the contrary, for algorithms that use update (23), the variance of the estimated eigenvalues increases for increasing eigenvalues.

### 4.2. Convergence of MALASE algorithm

Now, let us consider the following example proposed in [9]. We assume that
$X_{n}=\sum_{k=1, p} S_{k, n} d\left(\omega_{k}\right)+W_{n}$,
where $d(\omega)=\left[1, \mathrm{e}^{\mathrm{i} \omega}, \ldots, \mathrm{e}^{\mathrm{i}(N-1) \omega}\right]^{\mathrm{T}} .\left(S_{k, n}\right)_{n \in \mathbb{Z}}$ is a complex scalar, white circular Gaussian source signal, and $\left(W_{n}\right)_{n \in \mathbb{Z}}$ a white Gaussian noise vector with covariance matrix $\sigma_{W}^{2} I_{N}$. The noise and the sources are uncorrelated. All sources have the same power, and the signal to noise ratio (SNR) is defined as $E\left\{\left|S_{k, n}\right|^{2}\right\} / \sigma_{W}^{2}$.

We study the convergence of MALASE algorithm, implemented in the form $\operatorname{MALASE}(K)$, with $K=$ $p+1$. To this end, we consider the performance index defined by
$\operatorname{err}_{n}=\left\|P_{S}-U_{S, n} U_{S, n}^{\mathrm{H}}\right\|$,
where $P_{S}$ is the true projector on the source subspace (i.e. on the subspace spanned by the set $\left.\left\{d\left(\omega_{1}\right), \ldots, d\left(\omega_{p}\right)\right\}\right), U_{S, n} U_{S, n}^{\mathrm{H}}$ the estimated projector, and $\|A\|=\left[\operatorname{Tr}\left(A A^{\mathrm{H}}\right)\right]^{1 / 2}$. In other words, $U_{S, n}$ is an $N \times p$ matrix, and its columns are the eigenvectors associated with the $p$ largest eigenvalues of $R_{X}$, estimated at time $n$.

We take $N=16$ and $p=4$. The values of the $\left(\omega_{k}\right)_{k=1, p}$ are first set to $0.0,0.25,1$, and 1.25 . We study the results obtained for MALASE, and we compare them to the $O(N K)$ algorithms PROTEUS-2 and LORAF-3 [26]. Also we plot the evolution of err $_{n}$ for Karasalo's method [17]. This method shows high computational cost (in $O\left(N K^{2}\right)$ ), but its convergence and tracking behaviors are excellent, and thus is interesting as a reference.

In order to compare the convergence speeds of the algorithms, their stepsizes are adapted so as to ensure the same value of the asymptotic floor for the performance index. Table 1 gives the values for the stepsize for the different algorithms that have been chosen to ensure a floor at 0.2 for $\mathrm{SNR}=-5 \mathrm{~dB}$ and 0.05 for $\mathrm{SNR}=10 \mathrm{~dB}$, respectively.

Table 1
Stepsizes for simulations where $\omega=[0,0.25,1,1.25]$

|  | SNR |  |
| :---: | :---: | :---: |
|  | $-5 \mathrm{~dB}$ | 10 dB |
| Karasalo | $\mu=0.0075$ | $\mu=0.02$ |
| MALASE | $\mu=0.0035$ | $\mu=0.00018$ |
|  | $\mu^{\prime}=0.35$ | $\mu^{\prime}=100$ |
|  | $\theta_{\text {min }}=0.02$ | $\theta_{\text {min }}=0.01$ |
|  | $\beta=1$ | $\beta=10$ |
| PROTEUS-2 | $\mu=0.01$ | $\mu=0.0165$ |
| LORAF-3 | $\alpha=1-0.002$ | $\alpha=1-0.00455$ |

The convergence is studied at low $\operatorname{SNR}(-5 \mathrm{~dB})$ and at high SNR ( 10 dB ). The eigenbasis is initialized with identity matrix and the eigenvalues are initialized from a rough estimate of the largest eigenvalue: we choose them equal to $(10 /(p+1)) \times[p+1, p, \ldots, 1]$ for $\mathrm{SNR}=-5 \mathrm{~dB}$, and $(200 /(p+1)) \times[p+1, p, \ldots, 1]$ for $\mathrm{SNR}=10 \mathrm{~dB}$.

### 4.2.1. Some practical considerations

An important practical aspect with the update of the eigenvalues in MALASE algorithm is that it involves the inverse of the eigenvalues. In order to prevent possible numerical problems when the smallest estimated eigenvalue comes close to zero, eigenvalue updates in $\operatorname{MALASE}(\mathrm{K})$ are modified as in

$$
\begin{align*}
\lambda_{k, n}= & \lambda_{k, n-1}+\frac{\mu^{\prime}}{\left(\lambda_{k, n-1}+\beta\right)^{2}} \\
& \left(\left|\xi_{k, n-1}\right|^{2}-\lambda_{k, n-1}\right) \tag{26}
\end{align*}
$$

where $\beta>0$.
An interesting possibility, for accelerating the convergence of the eigenspaces, without affecting the asymptotic performance of the algorithm, consists in setting a lower threshold, denoted $\theta_{\min }(>0)$, for the rotation angle $\theta_{n}=\mu c_{n}$ that appears in the eigenvector update of MALASE (K). With this simple procedure, we avoid very small values of $\theta_{n}$ that can be obtained during the convergence phase of the eigenvalues and that would slow down the convergence of $U_{n}$. In addition, we are going to see in the next subsection that
$\theta_{n}$ can be controlled efficiently to boost the initial convergence.
For very large values of the stepsize $\mu$, the long term stability of the algorithm may not be satisfied. Then, a higher threshold $\theta_{\text {max }}$ can be set to prevent the divergence of the algorithm. For instance, taking $\mu=\mu^{\prime}=0.02$ at SNR $=10 \mathrm{~dB}$, the stability is ensured for $\theta_{\text {max }}=0.1$, without significantly modifying the initial convergence. But in fact, the range that we are going to consider for $\mu$ is much smaller than this and it will not be necessary to set any higher threshold for $\theta_{n}$.

### 4.2.2. Initial convergence of err $_{n}$

First, we consider a simulation at low SNR $(-5 \mathrm{~dB})$. The curves are obtained from 10 averaged experiments, as well as all the following curves that will show the evolution of err ${ }_{n}$. We see in Fig. 1 that the performance of MALASE is close to that of PROTEUS-2. However, it is possible to boost initial convergence very easily. Indeed, adding to $\theta_{n}$ a decreasing term such as $d_{n}=\exp (-n / 100)$ enables much faster initial convergence of the algorithm without modifying its long term behavior. In Fig. 2, the high efficiency of this simple procedure clearly appears. Fig. 3 shows the evolution of $\mathrm{err}_{n}$ at $\mathrm{SNR}=10 \mathrm{~dB}$ when using $\theta_{n}+d_{n}$ instead of $\theta_{n}$. We obtain good performance for MALASE algorithm, despite the fact that the likelihood criterion is very ill-conditioned at such a high SNR.

### 4.2.3. Behavior of the eigenvalues

Figs. 4-6 show the evolution of the estimated eigenvalues for MALASE, PROTEUS-2 and LORAF-3 algorithms respectively, for $\mathrm{SNR}=10 \mathrm{~dB}$. The true eigenvalues are equal to $246,222,117,59$ and 1 . Fast convergence speed is achieved with PROTEUS-2 algorithm, at the expense of a higher variance for the largest eigenvalues. For MALASE algorithm, faster convergence is achieved for the smallest eigenvalues, while the largest eigenvalues have not completely converged yet after 5000 iterations. At low SNR, similar convergence rate of all eigenvalues is achieved with MALASE, since they are not so spread.

We note that in accordance with the asymptotic convergence study the variance of all the


Fig. 1. Convergence of source subspace eigenvectors for $\mathrm{SNR}=-5 \mathrm{~dB}$ (see Table 1 for parameter values).


Fig. 2. Convergence of source subspace eigenvectors for $\mathrm{SNR}=-5 \mathrm{~dB}$ with accelerated initial convergence: $\theta_{n} \rightarrow \theta_{n}+d_{n}$ (Table 1).
eigenvalues is about the same with MALASE, except for the smallest one, which is smaller, due to the presence of the correcting term $\beta$ in (26). On the con-
trary, for PROTEUS-2, the variance is much higher for large eigenvalues. This is easy to understand since for PROTEUS-2 the eigenvalues are updated from


Fig. 3. Convergence of source subspace eigenvectors for $\mathrm{SNR}=10 \mathrm{~dB}$ with accelerated initial convergence: $\theta_{n} \rightarrow \theta_{n}+d_{n}$ (Table 1).


Fig. 4. Convergence of the eigenvalues for $\operatorname{SNR}=10 \mathrm{~dB}$ : MALASE with accelerated initial convergence: $\theta_{n} \rightarrow \theta_{n}+d_{n}$ (Table 1).
(23), and for small $\mu$ the asymptotic variance for $\lambda_{k}$ is $\sigma_{\lambda_{k}}^{2}=(\mu / 2) \lambda_{k}^{2}$ for (23), while it is $\mu / 2$ for the MALASE update.

With LORAF-3 the convergence results for the eigenvalues are not so good (Fig. 6): with this algorithm, the eigenvalues are obtained as the diagonal


Fig. 5. Convergence of the eigenvalues for $\mathrm{SNR}=10 \mathrm{~dB}$ : PROTEUS-2.


Fig. 6. Convergence of the eigenvalues for $\mathrm{SNR}=10 \mathrm{~dB}$ : LORAF-3.
elements of the $R$ matrix of a QR decomposition, as suggested in [26], but clearly only the largest eigenvalue is correctly estimated.

### 4.2.4. Abrupt rotation of the eigenspace

A popular way to check the robustness of a subspace tracking algorithm consists in applying a


Fig. 7. Effect of an abrupt subspace rotation for $\mathrm{SNR}=-5 \mathrm{~dB}$ (Table 2).


Fig. 8. Effect of an abrupt subspace rotation for $\mathrm{SNR}=10 \mathrm{~dB}$ (Table 2).
sudden change of the true subspace after convergence, so that the new signal eigenspace is exactly orthornormal to the previous one [10]. We consider this
kind of situation by changing the values $\left(\omega_{k}\right)_{k=1, p}$ by $\left(-\omega_{k}\right)_{k=1, p}$, where $\omega_{k}=2 k \pi / N(k=1, p)$. The results are given in Figs. 7 and 8 for $\mathrm{SNR}=-5$ and 10 dB ,

Table 2
Stepsizes for simulations where $\omega=(2 \pi / 16) \times[1,2,3,4]$

|  | SNR |  |
| :--- | :--- | :--- |
|  | -5 dB | 10 dB |
| Karasalo | $\mu=0.0075$ | $\mu=0.01$ |
| MALASE | $\mu=0.0015$ | $\mu=0.000065$ |
|  | $\mu^{\prime}=0.15$ | $\mu^{\prime}=300$ |
|  | $\theta_{\text {min }}=0.01$ | $\theta_{\text {min }}=0.003$ |
|  | $\beta=1$ | $\beta=40$ |
| PROTEUS-2 | $\mu=0.01$ | $\mu=0.01$ |
| LORAF-3 | $\alpha=1-0.015$ | $\alpha=1-0.002$ |

respectively, where the eigenspace rotation is applied at iteration 500. The corresponding stepsizes are those in Table 2: they have been chosen again to enable similar asymptotic value for err ${ }_{n}$. In both cases MALASE and PROTEUS-2 achieve much faster subspace recovery than LORAF-3.

### 4.2.5. Abrupt deviation from orthonormality

In order to check the influence of a lack of orthonormality of the estimated eigenvectors, a random perturbation is added to the matrix of the estimated eigenvectors after convergence. The ratio between the perturbation matrix norm and the initial matrix norm is 0.3. It appears (see Figs. 9 and 10) that the error is corrected efficiently by all the algorithms. In particular, this result shows that a lack of orthonormality is correctly suppressed by MALASE, despite the fact that it has been derived under an orthonormality assumption upon the eigenvectors. This suggests that MALASE algorithm initial convergence should be little sensitive to the lack of orthonormality of $U_{0}$. In fact, MALASE is robust to this phenomenon, especially when replacing $\theta_{n}$ by $\theta_{n}+d_{n}$ : choosing random Gaussian variables with variances equal to one for the entries of $U_{0}$ yields the results in Figs. 11 and 12. In this situation, PROTEUS-2 has not yet converged after 2000 iterations and it has not been included in the figures. Comparing with Figs. 2 and 3 shows that LORAF-3 significantly suffers from such an initialization, while MALASE is not affected.


Fig. 9. Effect of a sudden loss of orthonormality of the eigenbasis for $\mathrm{SNR}=-5 \mathrm{~dB}$ (Table 1).


Fig. 10. Effect of a sudden loss of orthonormality of the eigenbasis for $\mathrm{SNR}=10 \mathrm{~dB}$ (Table 1).


Fig. 11. Effect of a loss of orthonormality of $U_{0}$ for $\mathrm{SNR}=-5 \mathrm{~dB}$ (Table 1 ).

## 5. Conclusion

We presented a new technique to perform adaptive eigenvalue decomposition of a time varying
covariance matrix, based on the statistically meaningful maximum likelihood criterion. We have shown that accounting for the orthonormality constraint upon the eigenvectors yields a simple iterative algorithm


Fig. 12. Effect of a loss of orthonormality of $U_{0}$ for $\mathrm{SNR}=10 \mathrm{~dB}$ (Table 1).
with nice features: desirable convergence properties are ensured, as well as orthonormality of the estimated eigenvectors, at the expense of small computational cost. We checked on examples the very good practical behavior of the MALASE algorithm, which can be understood in particular because it was derived without any first order approximation.
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## Appendix A. Gradient based update of the ML criterion

For the likelihood criterion $\Phi\left(\mathbf{x}_{n} ; U, \Lambda\right)=$ $\sum_{k=1, N} \log \lambda_{k}+\mathbf{x}_{n}^{\mathrm{H}} U \Lambda^{-1} U^{\mathrm{H}} \mathbf{x}_{n}$, straightforward calculations show that the actualization of the EVD by means of a gradient algorithm is given by
$\mathbf{y}_{n}=U_{n-1}^{\mathrm{H}} \mathbf{x}_{n}$,
$U_{n}=U_{n-1}-\mu \mathbf{x}_{n} \mathbf{y}_{n}^{\mathrm{H}} \Lambda_{n-1}^{-1}$,

$$
\begin{align*}
\Lambda_{n}= & \Lambda_{n-1}-\mu\left(\Lambda_{n-1}^{-1}\right. \\
& \left.-\Lambda_{n-1}^{-2} \operatorname{diag}\left(\operatorname{diag}\left(\mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}}\right)\right)\right), \tag{A.1}
\end{align*}
$$

where $\mu$ is the stepsize of the algorithm. Unfortunately, this algorithm is not satisfactory. Indeed, let $X$ be a wide sense stationary process, and $(U, \Lambda)$ denote a stationary point of algorithm (A.1). Then, the update term of $U_{n}$ must satisfy
$E\left\{X_{n} X_{n}^{\mathrm{H}} U \Lambda^{-1}\right\}=R_{X} U \Lambda^{-1}=0$,
leading to $U \Lambda^{-1}=0$. This proves that $\left(U_{n}, \Lambda_{n}\right)$ does not converge to the parameters of the EVD of $R_{X}$.

## Appendix B. Direct derivation of the algorithm

MALASE algorithm originates in the fact that the orthonormality of $U_{n}$ is accounted for both in the computation of the gradient of the log-likelihood criterion and in the update of $U_{n}$. To see it more clearly, let us consider the differentiation of $\Phi\left(\mathbf{x}_{n} ; U, \Lambda\right)$ with respect to $U$, with the unitary matrix constraint $U U^{\mathrm{H}}=$ $I_{N}$ that yields $\mathrm{d} U^{\mathrm{H}}=-U^{\mathrm{H}} \mathrm{d} U U^{\mathrm{H}}$. Up to a second
order term, we have

$$
\begin{align*}
\mathrm{d}_{U} & \Phi\left(\mathbf{x}_{n} ; U, \Lambda\right) \\
& =\Phi\left(\mathbf{x}_{n} ; U+\mathrm{d} U, \Lambda\right)-\Phi\left(\mathbf{x}_{n} ; U, \Lambda\right) \\
& =\mathbf{x}_{n}^{\mathrm{H}}\left(\mathrm{~d} U \Lambda^{-1} U^{\mathrm{H}}+U \Lambda^{-1} \mathrm{~d} U^{\mathrm{H}}\right) \mathbf{x}_{n} \\
& =-\mathbf{y}_{n}^{\mathrm{H}}\left(\Lambda^{-1} U^{\mathrm{H}} \mathrm{~d} U-U^{\mathrm{H}} \mathrm{~d} U \Lambda^{-1}\right) \mathbf{y}_{n} \tag{B.1}
\end{align*}
$$

with $\mathbf{y}_{n}=U^{\mathrm{H}} \mathbf{x}_{n}$. Then, it comes that under the unitary constraint over $U$, the matrix $\partial \Phi / \partial U$ with general term $\left[\partial \Phi\left(\mathbf{x}_{n} ; U, \Lambda\right) / \partial U\right]_{i, j}=\partial \Phi / \partial[U]_{i, j}$ is given by
$\frac{\partial \Phi}{\partial U}=-U\left(\Lambda^{-1} \mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}}-\mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}} \Lambda^{-1}\right)$.
Then the stochastic gradient update of $U$ yields

$$
\begin{align*}
U_{n}= & U_{n-1}\left(I+\mu\left(\Lambda^{-1} \mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}}-\mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}} \Lambda^{-1}\right)\right) \\
= & U_{n-1} \exp \left(\mu\left(\Lambda^{-1} \mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}}-\mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}} \Lambda^{-1}\right)\right) \\
& +O\left(\mu^{2}\right) \tag{B.3}
\end{align*}
$$

Forgetting the $O\left(\mu^{2}\right)$ term we get the proposed updating scheme that preserves orthonormality.

Let us remark that updating $U_{n}$ in a way that involves the exponential of a skew-symmetric matrix is a property shared with some other stochastic algorithms intended to update a unitary matrix (see e.g. $[6,8]$ ). This is quite natural since the tangent plane to the unitary matrices manifold at point $U$ is generated by matrices $\left\{U A ; A=-A^{\mathrm{H}}\right\}$ and, as mentioned in Section 2.2, $U A$ is the tangent vector at point $U$ for the matrix function $U(t)=U \exp (t A)$ defined on the unitary matrices manifold [13].

## Appendix C. Calculation of

$\exp \left(\mu\left(\Lambda_{n-1}^{-1} \mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}}-\mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}} \Lambda_{n-1}^{-1}\right)\right)$
Clearly,

$$
\begin{align*}
{\left[\mathbf{z}_{n} \mathbf{y}_{n}\right]=} & {\left[\frac{\mathbf{z}_{n}}{\left\|\mathbf{z}_{n}\right\|} \frac{\mathbf{z}_{n}\left(\mathbf{z}_{n}^{\mathrm{H}} \mathbf{y}_{n}\right)-\mathbf{y}_{n}\left\|\mathbf{z}_{n}\right\|^{2}}{\left\|\mathbf{z}_{n}\right\| c_{n}}\right] } \\
& \times\left(\begin{array}{cc}
\left\|\mathbf{z}_{n}\right\| & \frac{\mathbf{z}_{n}^{\mathrm{H}} \mathbf{y}_{n}}{\left\|\mathbf{z}_{n}\right\|} \\
0 & \frac{-c_{n}}{\left\|\mathbf{z}_{n}\right\|}
\end{array}\right)=Q_{n} R_{n} \tag{C.1}
\end{align*}
$$

with $c_{n}=\sqrt{\left(\mathbf{z}_{n}^{\mathrm{H}} \mathbf{z}_{n}\right)\left(\mathbf{y}_{n}^{\mathrm{H}} \mathbf{y}_{n}\right)-\left(\mathbf{y}_{n}^{\mathrm{H}} \mathbf{z}_{n}\right)^{2}}$, and

$$
\exp \left(\mu\left(\Lambda_{n-1}^{-1} \mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}}-\mathbf{y}_{n} \mathbf{y}_{n}^{\mathrm{H}} \Lambda_{n-1}^{-1}\right)\right)
$$

$$
=\exp \left(\mu\left(\mathbf{z}_{n} \mathbf{y}_{n}^{\mathrm{H}}-\mathbf{y}_{n} \mathbf{z}_{n}^{\mathrm{H}}\right)\right)
$$

$$
=\exp \left(\mu\left[\mathbf{z}_{n} \mathbf{y}_{n}\right]\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)\left[\mathbf{z}_{n} \mathbf{y}_{n}\right]^{\mathrm{H}}\right)
$$

$$
=I+Q_{n}\left[\sum_{k=1, \infty} \frac{\mu^{k}}{k!}\left(R_{n}\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) R_{n}^{\mathrm{H}}\right)^{k}\right] Q_{n}^{\mathrm{H}}
$$

$$
=I+Q_{n}\left(\begin{array}{cc}
\cos \mu c_{n}-1 & -\sin \mu c_{n}  \tag{C.2}\\
\sin \mu c_{n} & \cos \mu c_{n}-1
\end{array}\right) Q_{n}^{\mathrm{H}}
$$
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