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This paper is concerned with signal detection for zero-padded single carrier generalized spatial modula- 

tion (SC-GSM) in doubly selective channels (DSCs). Novel detection methods are proposed by expressing 

the DSC in terms of the basis expansion model (BEM) and considering a BEM-based maximum likelihood 

(BML) framework. The proposed methods, which aim at reducing the complexity of the BML detector, can 

be divided into two main categories. The methods in the first category, namely BEM-based partial inter- 

ference cancellation (BPIC) and BPIC with successive interference cancellation (BPIC-SIC), are designed to 

remove the interference between the signals. Since the satisfactory performance of these methods depend 

on meeting a constraint on the number of transmit and receive antennas, a second category of methods is 

proposed, consisting of BEM-based tree search (BTS), BEM-based reduced complexity tree search (BRCTS), 

and BRCTS with sphere decoding (BRCTS-SD). These methods are developed to overcome the limitations 

of BPIC and BPIC-SIC while further reducing the detection complexity by shrinking the search space. The 

performance evaluation of the proposed SC-GSM methods, in terms of computational complexity and bit 

error rate (BER) over simulated DSCs, underlines their relative merits and clearly demonstrates their ad- 

vantages over previous methods. 

© 2020 Elsevier B.V. All rights reserved. 

1

 

(  

i  

y  

fi  

t  

i  

M  

f  

t

 

p  

p  

l  

d  

t

f

N

b

m  

i  

t  

f  

S  

o  

S  

m  

w  

m  

a  

b  

s

 

b  

i  

b  

h

0

. Introduction 

Spatial modulation (SM), as a multiple-input multiple-output

MIMO) technique in which the antenna indices convey additional

nformation bits, has gained increasing interest over the past few

ears due to its many advantages such as high spectral \ energy ef-

ciency and reduced complexity [1] . By transmitting information

hrough one active antenna at each symbol time, SM provides an

nnovative solution to overcome the drawbacks of conventional

IMO systems, including inter channel interference, and the need

or multiple radio frequency (RF) chains [2] and precise inter an-

enna calibration/synchronization. 

The concept of SM was first introduced in [3,4] , where it was

roposed that the blocks of information bits be divided into two

arts, that is: a first part indicating which antenna should be se-

ected for transmission, and a second part being mapped into a

igital symbol taken from a constellation diagram. To reduce the
� Part of this work was presented at 2019 IEEE International Conference on Acous- 

ics, Speech and Signal Processing. Funding for this work was provided by a grant 

rom Natural Sciences and Engineering Research Council (NSERC) of Canada (Grant 

o. NSERC DGDND-2017-0 0 019 ). 
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odulation and detection complexity of SM, the space shift key-

ng (SSK) method was proposed in [5] which is based on transmit-

ing information using only antenna indices. The authors in [6] put

orward space-time block coded SM (STBC-SM) to benefit from

M along with the decoding simplicity and diversity advantages

f space-time block coding (STBC) [7] . In [8] and [9] , generalized

M (GSM) was proposed so that the information bits can be trans-

itted through more than one active antenna. A unified frame-

ork was introduced in [10] , subsuming different MIMO arrange-

ents including SM, SSK, STBC, linear dispersion codes (LDCs) [11] ,

nd Bell Laboratories layered space-time (BLAST) architecture [12] ,

ased on selection and linear combination of several linear disper-

ion matrices. 

Most of the methods related to SM and its variants have

een proposed and studied under the assumption of slow fad-

ng frequency flat channels. Hence, if these methods are to

e used in slow fading frequency selective channels, multicar-

ier modulation techniques such as orthogonal frequency di-

ision multiplexing (OFDM), which can transform a wideband

requency selective channel into several narrowband frequency

at channels, must be employed. However, OFDM nullifies most

f the advantages of SM due to the need of using multi-

le RF chains [13–15] . Such practical limitations with OFDM in

he context of SM have spurred growing interest toward sin-

le carrier (SC) techniques for which the channel can no longer
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1 This GSM symbol formulation corresponds to the multiple active-SM symbol 

formulation in [9] . 
be considered frequency flat, and inter-symbol interference (ISI)

exists [13–16] . 

In frequency selective channels, SC-SM based techniques such

as SC-GSM are confronted with inter-block interference (IBI), which

can be avoided using cyclic prefix (CP) or zero-padding. It has been

shown that, compared with CP, zero-padding has the advantages

of achieving full multipath diversity and lower bit error rate (BER)

[14,17] . Hence, we will focus on zero-padded SC-SM based tech-

niques in this paper. 

From the viewpoint of signal detection for SC-SM based tech-

niques, only a few works have considered slow fading frequency

selective channels. Methods based on partial interference cancel-

lation (PIC) and PIC with successive interference cancellation (PIC-

SIC) were proposed in [17] for SC-SM. The authors in [18] exploited

the structure of the channel matrix in order to reduce the com-

plexity of SC-SM signal detection. Tree-search based methods with

the goal of reducing the size of the search space using either the

minimum values of a certain cost function or sphere decoding,

were respectively advanced in [19] and [20] for SC-GSM. 

Besides frequency selectivity, time selectivity in which the

properties of the radio channels undergo significant changes over

relatively short time intervals, is a distinguishing characteristic of

many wireless communication channels. Doubly selective channels

(DSCs), which exhibit both frequency and time selectivity, are en-

countered in many applications involving high-rate transmission

over mobile environment, such as in high speed train communica-

tions [21] , underwater acoustic communications [22] , digital video

broadcasting (DVB), and next generation cellular systems [23] . 

Due to the fast variations of the DSC properties over both the

frequency and time dimensions, communication systems operating

under such conditions, whether they be SC or multi-carrier based,

experience high conditions of interference in the time and fre-

quency domains. In general, operation in a DSC significantly alters

or degrades the performance of a communication system designed

purely on the basis of a single type of selectivity. 

Several methods have been proposed in the literature to cope

with equalization and detection by exploiting the basis expan-

sion model (BEM) for DSC representation. In [24] , the mini-

mum MSE decision feedback equalizer is proposed for single-

input multiple-output (SIMO) systems. The work in [25] deals with

time- and frequency-domain per-tone equalization for OFDM sys-

tems. A time-varying finite impulse response equalizer is designed

for SIMO systems in [26] . The authors in [27] have developed

a scheme for product-convolution decomposition for equalization

in OFDM systems. In [28] , an algorithm based on the variational

Bayesian inference framework is proposed for signal detection for

OFDM-based virtual MIMO. The concept of virtual trajectory (VT)

reception is presented for MIMO-OFDM systems in [29] . 

To the best of our knowledge, on the one-hand, none of the

BEM-based methods for DSC are developed for SC-GSM signal de-

tection, and none can be directly applied or extended to solve this

problem. Some of these methods do not consider a MIMO system,

while the others are mainly developed for MIMO OFDM systems

and not SC systems; in any case, they do not exploit the spatial

structure of the GSM signal. On the other hand, none of the previ-

ous works related to SC-GSM and its variants have addressed signal

detection under the challenging conditions in DSCs. 

In this paper, we bridge this gap by proposing novel methods

for detection of zero-padded SC-GSM signals in DSCs. We repre-

sent the radio channel by means of the basis expansion model

(BEM), which provides the most accurate approximation of a DSC

[27] . First, the BEM-based maximum likelihood (BML) detector,

which has many desirable properties but is yet impractical due

to its high complexity, is presented as an underlying framework.

Next, different categories of reduced complexity methods are pro-

posed. The methods belonging to the first category, i.e. BEM-based
IC (PBIC) and BEM-based PIC-SIC, rely on removing the interfer-

nce between the signals. The methods in the second category, i.e.

EM-based tree search (BTS), BEM-based reduced complexity tree

earch (BRCTS), and BRCTS with sphere decoding (BRCTS-SD), aim

t shrinking the search space. These methods have lower complex-

ty and do not impose a constraint on the numbers of transmit and

eceive antennas, as seen in BPIC and BPIC-SIC. The performance of

he proposed methods is assessed in terms of computational com-

lexity and simulated BER under representative DSC conditions. In

ddition to offering a convenient trade-off between complexity and

ER, it is shown that the proposed methods can achieve remark-

bly better performance in comparison with previous methods. 

It is worth mentioning that this paper builds on our recently

ublished conference paper [30] . In comparison with [30] , the new

ork has the following novelties. First, in [30] , we considered sig-

al detection for SM, whereas the current work deals with signal

etection for GSM. Second, in this paper, we have proposed three

ew methods, namely, BTS, BRCTS, and BRCTS-SD that overcome

he limitations of the BPIC and BPIC-SIC methods in [30] while fur-

her reducing the complexity. Finally, this paper provides a thor-

ugh performance evaluation in terms of complexity and BER. 

The rest of the paper is organized as follows. Section 2 presents

he system model including the BEM. The proposed BML detector

long with the proposed BPIC and BPIC-SIC methods are presented

n Section 3 . The proposed tree search-based methods are devel-

ped in Section 4 . The performance evaluation of the new methods

s addressed in Section 5 . Finally, Section 6 concludes the paper. 

. System model 

A SC-GSM system is considered with N T transmit and N R re-

eive antennas, where N a transmit antennas are active during sig-

al transmission at each time interval. The input data are divided

nto blocks of KB bits where K is the number of GSM symbols in

ach SC-GSM block and B information bits are conveyed in each

SM symbol. Out of these B bits, 
⌊

log 2 
(

N T 
N a 

)⌋
bits are used to iden-

ify the active antennas, where � · � and 

(
N T 
N a 

)
denote the floor func-

ion and the binomial coefficient, respectively. The remaining log 2 ζ
its are mapped to N a symbols s k, 0 , s k, 1 , · · · , s k,N a −1 belonging to

 signal constellation, where ζ represents the size of the constel-

ation and s k,m 

denotes the m th symbol at the k th time interval 1 

hus, the GSM symbol sent out from the N T transmit antennas at

he k th time interval can be written in vector form as 

 k = [ · · · , 0 , s k, 0 , 0 , · · · , 0 , s k, 1 , 0 , · · · , 0 , s k,N a −1 , 0 , · · · ] T ∈ C 

N T ×1 , 

(1)

here ( · ) T denotes the transpose operation. A SC-GSM block of

ata is then formed by stacking the GSM symbols followed by

ero-padding as 

 = [ 0 N T ×1 , · · · , 0 N T ×1 ︸ ︷︷ ︸ 
K G 

, s 0 , s 1 , · · · , s K−1 ] ∈ C 

N T ×(K+ K G ) . (2)

here 0 N T ×1 ∈ R 

N T ×1 denotes an all zero vector, and K G is the

umber of zero vectors. 

After passing through a DSC and removing the first K G zero vec-

ors, the k th received signal vector y ∈ C 

N R ×1 can be expressed as
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 k = 

L c −1 ∑ 

l=0 

H k,l s k −l + w k , k = 0 , 1 , · · · , K + L c − 2 , (3)

here H k,l is the MIMO DSC corresponding to the l th channel tap

t the k th time interval, as given by 

 k,l = 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎣ 

h 

0 , 0 
k,l 

h 

1 , 0 
k,l 

· · · h 

N T −1 , 0 
k,l 

h 

0 , 1 
k,l 

h 

1 , 1 
k,l 

· · · h 

N T −1 , 1 
k,l 

. . . 
. . . 

. . . 
. . . 

h 

0 ,N R −1 
k,l 

h 

1 ,N R −1 
k,l 

· · · h 

N T −1 ,N R −1 
k,l 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎦ 

∈ C 

N R ×N T (4) 

ith h m,n 
k,l 

indicating the DSC coefficient between the m th trans-

it and n th receive antennas. Moreover, L c is the number of chan-

el taps, w k ∈ C 

N R ×1 denotes the complex additive white Gaussian

oise vector with zero mean and covariance matrix σ 2 I N R , and

 N ∈ C 

N×N is an identity matrix. 

.1. BEM representation of channel 

BEM gives the most accurate representation of a DSC by model-

ng each channel tap as the linear superposition of basis functions

27] . Specifically, a DSC can be represented using BEM as [31] 

 

m,n 
k,l 

= 

Q−1 ∑ 

q =0 

b k,q c 
m,n 
l,q 

= b 

T 
k c 

m,n 
l 

, (5)

here b k,q is the q th basis function at the k th time interval, c m,n 
l,q 

s the q th basis coefficient for the l th channel tap between the

 th transmit and n th receive antennas, and Q is the number of

asis coefficients. Besides, b k = [ b k, 0 , b k, 1 , · · · , b k,Q−1 ] 
T and c m,n 

l 
=

 c m,n 
l, 0 

, c m,n 
l, 1 

, · · · , c m,n 
l,Q−1 

] T . Note that (5) originates from the physical

epresentation of the mobile radio channel given by 

 

m,n 
k,l 

= 

Q−1 ∑ 

q =0 

a m,n 
l,q 

e j 
2 πv 
λ

cos ( 2 πq 
Q ) k , (6)

here Q and a m,n 
l,q 

denote the number of paths and the complex

random) amplitude of the q th path, while v and λ are the speed of

he propagating waves and the wavelength at the carrier frequency,

espectively. 

Then, we can write (4) as 

 k,l = B k C l (7) 

here 

 k = 

⎡ 

⎢ ⎢ ⎢ ⎣ 

b 

T 
k 0 1 ×Q 0 1 ×Q · · · 0 1 ×Q 

0 1 ×Q b 

T 
k 0 1 ×Q · · · 0 1 ×Q 

. . . 
. . . 

. . . 
. . . 

0 1 ×Q 0 1 ×Q · · · 0 1 ×Q b 

T 
k 

⎤ 

⎥ ⎥ ⎥ ⎦ 

∈ C 

N R ×N R Q , (8) 

nd 

 l = 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

c 0 , 0 
l 

c 1 , 0 
l 

· · · c N T −1 , 0 
l 

c 0 , 1 
l 

c 1 , 1 
l 

· · · c N T −1 , 1 
l 

. . . 
. . . 

. . . 
. . . 

c 0 ,N R −1 
l 

c 1 ,N R −1 
l 

· · · c N T −1 ,N R −1 
l 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

∈ C 

N R Q×N T . (9) 

onsidering (5) , BEM enables us to represent a time-varying chan-

el in a separable form, as a product of basis functions b k that

ary over time but are known and basis coefficients c m,n 
l 

that
o not change with time but are unknown. Several types of ba-

is functions have been presented in the literature for this pur-

ose, namely, the complex-exponential BEM (CE-BEM) [32] , gener-

lized complex-exponential BEM (GCE-BEM) [33] , polynomial BEM

P-BEM) [34] , and discrete Karhunen-loeve BEM (DKL-BEM) [35] .

he DKL-BEM is known to provide the optimal channel representa-

ion in terms of mean square error (MSE). However, it requires the

econd order statistics of the channel, and is not robust to changes

n channel statistics that occurs in practical situations. To overcome

his shortcoming of the DKL-BEM, the CE-BEM, which does not re-

uire the knowledge of channel statistics, was presented in [32] .

owever, CE-BEM suffers from phase and amplitude errors due to

he Gibbs phenomenon and spectral leakage [36] . The GCE-BEM

s an improved version of the CE-BEM that is based on the use

f complex exponentials more closely spaced in the frequency do-

ain [37] . Alternatively, the P-BEM models temporal channel vari-

tions using linear combinations of polynomial terms [34] , but its

epresentation accuracy is sensitive to the Doppler spread. The in-

erested reader is referred to [37] and the references therein for

urther details about different types of BEM. 

In this paper, without loss of generality, we consider the

CE-BEM. In this model, the basis functions can be represented

s 

 k,q = e j 
2 πk 
λK 

(q − Q 
2 ) , k = 0 , 1 , · · · , K + L c − 2 , q = 0 , 1 , · · · , Q − 1 , 

(10) 

here λ > 1 is a design parameter. Having chosen the basis func-

ions b k,q as per (10) , it is possible to precisely construct the vec-

ors b k = [ b k, 0 , b k, 1 , · · · , b k,Q−1 ] 
T and matrices B k in (8) . Thus, in

ight of (7) , it follows that to obtain H k,l , we only need to estimate

 l . It is worth mentioning that the number of the basis coefficients

 is a small integer satisfying the condition 2 f D KT s + 1 ≤ Q � K

here f D and T s denote the maximum Doppler frequency and sam-

ling time, respectively, [38–40] . In practice, the time-bandwidth

roduct f D KT s is relatively small, and typical values of Q are 2 to 3

38] . 

Several methods have been proposed for the estimation of the

asis coefficient matrix C l in the literature. These methods usu-

lly either employ pilot symbols interlaced between data symbols,

r use blocks of pilot symbols in between blocks of data sym-

ols [41,42] . For instance, considering the second scenario, C l is

stimated using a block of pilots and, assuming that it does not

hange rapidly over time, it is used for representation of the time-

arying channel over several subsequent data blocks. The least-

quares method [43] and the Kalman filtering approach [40] are

ften used for the estimation of C l . It is worth mentioning that

light variations of C l from the pilot block to the data blocks can

lso be predicted using interpolation [41,42] . The interested reader

s referred to [41–46] and the references therein for further details

n this regard. 

Now, (7) enables us to express the k th received signal vector in

erms of BEM as 

 k = B k 

L c −1 ∑ 

l=0 

C l s k −l + w k , (11) 

hich shows that, disregarding the noise, the received signal is the

roduct of B k and the convolution 

∑ L c −1 
l=0 

C l s k −l . Finally, the assem-

led received signal vectors y = [ y T 
0 
, y T 

1 
, · · · , y T 

K ′ ] 
T can be shown as

n (12) using BEM, where K 

′ = K + L c − 2 and 0 N R ×N T 
∈ R 

N R ×N T is an

ll zero matrix. 



4 H. Abdzadeh-Ziabari and B. Champagne / Signal Processing 172 (2020) 107539 

=

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

B  

D

 

a

y  

w

B

 

C  

a

d  

[  

1  

o

T  

u

���  

w

u

 

w  

m  

t  

t

s  

w  

i  

e

A

 

 

 

 

 

m  

s  
⎡ 

⎢ ⎢ ⎢ ⎣ 

y 0 
y 1 
. 
. 
. 

y K ′ 

⎤ 

⎥ ⎥ ⎥ ⎦ 

︸ ︷︷ ︸ 
y 

 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

B 0 C 0 0 N R ×N T · · · 0 N R ×N T 0 N R ×N T · · · 0 N R ×N T 

B 1 C 1 B 1 C 0 · · · 0 N R ×N T 0 N R ×N T · · · 0 N R ×N T 

. 

. 

. 
. . . 

. 

. 

. 
. 
. 
. 

B L c −1 C L c −1 B L c −1 C L c −2 · · · 0 N R ×N T 0 N R ×N T · · · 0 N R ×N T 

0 N R ×N T B L c C L c −1 · · · B L c C 0 0 N R ×N T · · · 0 N R ×N T 

. 

. 

. 
. . . 

. 

. 

. 

0 N R ×N T · · · B K−1 C L c −1 · · · B K−1 C 1 B K−1 C 0 

0 N R ×N T · · ·
. 
. 
. 

. . . 
. 
. 
. 

. 

. 

. 

0 N R ×N T · · · 0 N R ×N T · · · B K ′ −1 C L c −1 B K ′ −1 C L c −2 

0 N R ×N T · · · 0 N R ×N T · · · 0 N R ×N T B K ′ C L c −1 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

︸ ︷︷ ︸ 
G 

×

⎡ 

⎢ ⎢ ⎢ ⎣ 

s 0 
s 1 
. 
. 
. 

s K−1 

⎤ 

⎥ ⎥ ⎥ ⎦ 

︸ ︷︷ ︸ 
s 

+ 

⎡ 

⎢ ⎢ ⎢ ⎣ 

w 0 

w 1 

. 

. 

. 

w K ′ 

⎤ 

⎥ ⎥ ⎥ ⎦ 

︸ ︷︷ ︸ 
w 

(12)

3. Proposed methods based on maximum likelihood and 

partial interference cancellation 

We first present a BML detection method which provides the

processing framework for our proposed methods. Since the BML

method is computationally inefficient, we then propose the BPIC

and BPIC-SIC methods, which target the elimination of the inter-

ference between the GSM symbols within a block, to reduce the

computational complexity. 

3.1. BML method 

Considering (12) , the BML detection can be performed as 

ˆ s = arg min 

˜ s ∈S 
‖ y − G ̃ s ‖ 

2 , (13)

where the trial values of the signal vectors and the detected sig-

nal vectors corresponding to s are shown by ˜ s and ˆ s , respec-

tively. Besides, S denotes the set of all valid transmit vectors for

a block of GSM symbols, whose number of elements is μK where

μ = 2 
log 2 ζ+ 

⌊
log 2 ( 

N T 
N a 

) 
⌋

. Note that the detection of ˜ s in (13) takes

into account the special structure of the GSM symbols s k , k =
0 , · · · , K − 1 , comprising the composite vector s in (12) . This is re-

flected in the construction and use of the search space S, which is

equivalent for each GSM symbol s k to detecting which subset of N a 

antennas are active within the available N T transmit antennas, and

which symbols are transmitted through the active antennas. 

Since the BML method requires an exhaustive search over all

valid signal vectors, it is of a very high computational complexity

and becomes impractical for even small values of the system pa-

rameters. Hence, in the next subsections, we will introduce meth-

ods that have significantly lower complexity yet can achieve satis-

factory performances. 

3.2. BPIC method 

PIC was proposed in [47] for group decoding of space-time

block codes, and was used in [17] for SC-SM signal detection in

slow fading frequency selective channels where the channel re-

mains constant within a block of SM symbol. Here, we propose a

new method for SC-GSM signal detection in a DSC where, using
EM, the PIC method is tailored to cope with time-variations of a

SC. 

Considering (12) , we can equivalently write the received signal

s 

 = 

K−1 ∑ 

k =0 

B̄ C I k s k + w , (14)

here 

¯
 = 

⎡ 

⎢ ⎢ ⎣ 

B 0 0 N R ×N R Q · · · 0 N R ×N R Q 

0 N R ×N R Q B 1 · · · 0 N R ×N R Q 

. . . 
. . . 

. . . 
. . . 

0 N R ×N R Q · · · 0 N R ×N R Q B K ′ 

⎤ 

⎥ ⎥ ⎦ 

∈ C 

N R (K+ L c −1) ×N R Q(K+ L c −1) , (15)

 I k is the matrix whose columns are columns of C that

re indexed by the elements of I k , C ∈ C 

N R Q(K+ L c −1) ×N T K 

enotes a block Toeplitz matrix with the first column

 C 

T 
0 , C 

T 
1 , · · · , C 

T 
L c −1 , 0 N T ×N R Q 

, · · · , 0 N T ×N R Q 
] T , and I k = { N T k, N T k +

 , · · · , N T k + N T − 1 } . Next, for m = 0 , 1 , · · · , K − 1 , we project y

nto the orthogonal complement space of 

 I m = 

[
B̄ C I 0 , · · · , ̄B C I m −1 

, ̄B C I m +1 
, · · · , ̄B C I K−1 

]
, (16)

sing the orthogonal projection operator 

⊥ 
I m = I N R (K ′ +1) − T I m 

(
T 

H 
I m T I m 

)−1 T 

H 
I m , (17)

here ( · ) H denotes the Hermitian operation. Thus, we have 

 m 

= ���⊥ 
I m y = ���⊥ 

I m 

K−1 ∑ 

k =0 

B̄ C I k s k + ���⊥ 
I m w k = ���⊥ 

I m B̄ C I m s m 

+ ���⊥ 
I m w k , 

(18)

here the last equality results from ���⊥ 
I m B̄ C I k = 0 N R (K ′ +1) ×N T 

, k � =
 . As shown in (18) , the signal term in u m 

contains only s m 

, and

he interferences from other signals s k , k � = m are canceled. Now,

he signal at the m th time interval can be detected as 

ˆ  m 

= arg min 

˜ s m ∈S m 

∥∥∥u m 

−���⊥ 
I m 

B̄ C I m ̃  s m 

∥∥∥2 , (19)

here ˜ s m 

is the trial value of s m 

, and S m 

denotes the set includ-

ng all valid transmit vectors for a GSM symbol whose number of

lements is μ. This method is summarized in Algorithm 1 . 

lgorithm 1 BPIC Method. 

1: Inputs: y , B̄ , I m 

, and C . 

2: for m from 0 to K − 1 do 

3: Generate the projection matrix for the m th signal vector 

���⊥ 
I m = I N R (K ′ +1) − T I m 

(
T 

H 
I m T I m 

)−1 T 

H 
I m (20)

where 

T I m = 

[
B̄ C I 0 , · · · , ̄B C I m −1 

, ̄B C I m +1 
, · · · , ̄B C I K−1 

]
. (21)

4: Project y onto the orthogonal complement spaceof T I m as 

u m 

= ���⊥ 
I m y (22)

5: Detect the m th transmitted vector as 

ˆ s m 

= arg min 

˜ s m ∈S m 

∥∥∥u m 

−���⊥ 
I m B̄ C I m ̃  s m 

∥∥∥2 . (23)

6: end for 

It is worth noting that the detection of s m 

in (23) is tanta-

ount to detecting the special structure of the transmitted vector

 , i.e., detecting which antennas are active and which signals are
k 
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ransmitted through the active antennas. To elaborate on this is-

ue, we express (1) as s k = F k ̇ s k where ˙ s k = [ s k, 0 , s k, 1 , · · · , s k,N a −1 ] 
T 

nd F k ∈ C 

N T ×N a such that F k ∈ F = { F 0 , F 1 , · · · , F N T −1 } . Besides, the

ector F m 

denotes the m th column of a N T × N T identity matrix.

ence, for detecting s k , it suffices to detect ˙ s k and the position of

onzero elements of F k , which can be performed using an exhaus-

ive search. Other simplified algorithms such as those in [48] and

49] can also be applied. 

.3. BPIC-SIC method 

The idea behind the SIC is the elimination of already detected

ignals from the received signal with the goal of reducing the inter-

erences [47] and improving the detection performance while lim-

ting the complexity. This method is also used in [47] and [17] for

roup decoding of space-time block codes and SC-SM signal detec-

ion in slow fading frequency selective channels, respectively. Here,

e propose the BPIC-SIC method for detection of SC-GSM signals

n a DSC. 

The new method starts with the use of the BPIC method for the

etection of the zeroth received signal vector, i.e. s 0 . Subsequently,

or the remaining K − 1 signal vectors s m 

, m = 1 , · · · , K − 1 , two

teps are taken. First, the interference term caused by the already

etected signals is removed, and second, projection onto the or-

hogonal complement space of the channel corresponding to the

emaining undetected signals is carried out. This method is de-

cribed in Algorithm 2 . 

lgorithm 2 BPIC-SIC Method. 

1: Inputs: y , B̄ , I m 

, and C . 

2: Detect the 0th transmit signal vector s 0 using the BPIC ap-

proach, and put y (m ) = y . 

3: for m from 0 to K − 2 do 

4: Remove the interference caused by the already detected sig-

nals 

y (m +1) = y (m ) − B̄ C I m s m 

(24) 

5: Generate the projection matrix 

���⊥ 
I m +1 

= I N R (K ′ +1) − T I m +1 

(
T 

H 
I m +1 

T I m +1 

)−1 T 

H 
I m +1 

(25) 

where 

T I m +1 
= 

[
B̄ C I m +2 

, ̄B C I m +3 
, · · · , ̄B C I K−1 

]
(26) 

6: Project y (m +1) onto the orthogonal complement space of

T I m +1 
as 

u m +1 = ���⊥ 
I m +1 

y (m +1) (27) 

7: Detect the (m + 1) th transmitted vector as 

ˆ s m +1 = arg min 

˜ s m +1 ∈S m 

∥∥∥u m +1 −���⊥ 
I m +1 

B̄ C I m +1 ̃
 s m +1 

∥∥∥2 . (28) 

8: end for 

It is worth mentioning that the BPIC and BPIC-SIC methods

hould meet the condition (K + L c − 1) N R ≥ (K − 1) N T for achiev-

ng satisfactory performance. This condition is necessary to ensure

hat T I m , m = 0 , · · · , K − 1 is a column full-rank matrix. Otherwise,

 I m becomes rank deficient which results in inaccurate detection

19] . We note that this condition is dependent on the number of

hannel taps L c , and can be satisfied even when N R < N T if L c 
s sufficiently large. In effect, this is due to the multipath (delay)

iversity along with the use of zero-padding in the transmission

rocess. However, for the practical case where the number of re-

eive antennas is no less than the number of transmit antennas,

.e., N ≥ N , the condition is always satisfied independent of L c . 
R T 
In addition to not satisfying the above condition, there can be

ther scenarios in which the matrix T I m becomes rank deficient,

or instance, when the columns of T I m , due to the choices of BEM

unctions and their corresponding coefficients, are linearly depen-

ent. Moreover, as shown in (20) and (25), the BPIC and BPIC-SIC

ethods call for the calculation of a matrix inverse of for each

 = 0 , · · · , K − 1 , which imposes a high computational burden. In

he next section, we will propose methods whose performance

oes not depend on the condition (K + L c − 1) N R ≥ (K − 1) N T , and

o not require matrix inversion. 

. Proposed tree search-based methods 

In this section, we present new methods based on tree search

ith the goal of further reducing the complexity and overcoming

he limitations of the BPIC and BPIC-SIC methods for SC-GSM sig-

al detection in a DSC. The first two methods use the minimum

alues of a cost function to prune the search tree, whereas the

hird one exploits sphere decoding for this purpose. 

.1. BTS method 

The proposed BTS method employs the tree search-based

ethod in [19] . In particular, the latter method developed for slow

ading channels is modified to take the time-variations of a DSC

nto account. In the proposed tree search method, the tree is com-

osed of nodes, branches, and a metric assigned to each branch.

odes with depth k in the tree (k = 0 , 1 , · · · , K − 1) represent dif-

erent values of ˜ s k , and are connected to all nodes with depth

 + 1 . The metric corresponding to each branch is the measure

f correctness of the branch and is designed based on the least

quares cost function. Lastly, the criterion for pruning the tree is

ased on the minimum values of the cost function. Fig. 1 depicts

he structure of the considered tree where ˜ s m,n denotes the n th

rial value of the m th received vector. In what follows, we explain

he proposed method for designing the metric and pruning the

ree in detail. 

The zeroth received signal vector can be written as 

 0 = B 0 C 0 s 0 + w 0 (29) 

hich results in the least squares cost function 

( ̃ s 0 ) = 

∥∥y 0 − B 0 C 0 ̃ s 0 
∥∥2 . (30) 

e calculate �( ̃ s 0 ) for all μ values of ˜ s 0 and arrange �( ̃ s 0 )

or different values of ˜ s 0 in ascending order of magnitude. We

hen put the first η values of �( ̃ s 0 ) and their corresponding

˜  0 in the vectors 			0 = [�( a 0 , 0 ) , �( a 0 , 1 ) , · · · , �( a 0 ,η−1 )] and 


0 =
 a 0 , 0 , a 0 , 1 , · · · , a 0 ,η−1 ] , respectively, where a 0 ,m 

is the m th selected

˜  0 at the zero-th step and η is a chosen positive integer. 

Next, for the zeroth and first received vectors, we have 

y 0 
y 1 

]
= 

[
B 0 C 0 0 N R ×N T 

B 1 C 1 B 1 C 0 

][
s 0 
s 1 

]
+ 

[
w 0 

w 1 

]
(31) 

or which the cost function can be written as 

( ̃ s 0 , ̃  s 1 ) = 

∥∥∥∥
[

y 0 
y 1 

]
−

[
B 0 C 0 0 N R ×N T 

B 1 C 1 B 1 C 0 

][
˜ s 0 
˜ s 1 

]∥∥∥∥2 

= �( ̃ s 0 ) + 

∥∥∥∥y 1 −
[
B 1 C 1 B 1 C 0 

][˜ s 0 
˜ s 1 

]∥∥∥∥2 . (32) 

ow, we respectively replace ˜ s 0 and �( ̃ s 0 ) with the selected values

f ˜ s 0 and �( ̃ s 0 ) in the previous step i.e., a 0 ,m 

and �( a 0 ,m 

) , m =
 , 1 , · · · , η − 1 . After computing all μη values of �( a 0 ,m 

, ̃  s 1 ) for

ifferent values of a 0 ,m 

and ˜ s 1 , we again arrange them in as-

ending order of magnitude, and choose the first η elements as

1 = [�( a 1 , 0 ) , �( a 1 , 1 ) , · · · , �( a 1 ,η−1 )] where a 1 ,l is the l th value
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Fig. 1. Graphical model of the tree structure for the proposed tree-search algorithms. 

 

 

		  



  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Algorithm 3 BTS Method. 

1: Inputs: y , B k , C l , a −1 , 0 = [ ] , �( a −1 , 0 ) = 0 , ηinitial = 1 . 

2: for k from 0 to K − 1 do 

3: for m from 0 to η − 1 do 

4: for ˜ s k ∈ S k do 

5: Calculate the cost function 

�( a k −1 ,m 

, ̃  s k ) = �( a k −1 ,m 

) + 

∥∥∥∥∥∥y k − G k 

⎡ 

⎣ 

˜ s 0 
. . . 

˜ s k 

⎤ 

⎦ 

∥∥∥∥∥∥
2 (35) 

where G k is a matrix containing rows 0 to N R k and columns 

0 to N T k of G . 

6: end for 

7: end for 

8: Arrange values of �( a k −1 ,m 

, ̃  s k ) in ascending order of mag- 

nitude 

9: Select the first η values of the arranged elements and the 

corresponding a k,l = [ a T 
k −1 ,l 

, ̃  s T k ] 
T as 

			k = [�( a k, 0 ) , �( a k, 1 ) , · · · , �( a k,η−1 )] (36) 




k = [ a k, 0 , a k, 1 , · · · , a k,η−1 ] (37) 

10: end for 

11: Detect the signal vectors as 

ˆ s = arg min 

a K−1 ,m ∈ 


K−1 

∥∥y − G a K−1 ,m 

∥∥2 . (38) 
of [ a T 
0 ,l 

, ̃  s T 1 ] 
T at this step (i.e. step 1) and we also obtain 


1 =

[ a 1 , 0 , a 1 , 1 , · · · , a 1 ,η−1 ] . 

This procedure continues until the (K − 1) th step at which

	K−1 = [�( a K−1 , 0 ) , �( a K−1 , 1 ) , · · · , �( a K−1 ,η−1 )] is calculated, and

the corresponding 


K−1 = [ a K−1 , 0 , a K−1 , 1 , · · · , a K−1 ,η−1 ] (33)

is obtained. Finally, considering (12) and the selected trial values

[ ̃ s T 0 , ̃  s T 1 , · · · , ̃  s T K−1 ] 
T as a K−1 ,m 

, m = 0 , 1 , · · · , η − 1 in (33) , the signal

vectors are detected as 

ˆ s = arg min 

a K−1 ,m ∈ 


K−1 

‖ y − G a K−1 ,m 

‖ 

2 . (34)

This method is summarized in Algorithm 3 , where ηinitial denotes

the initial value of η. Note that ηinitial = 1 as a k −1 ,m 

is an empty

set at the beginning of the algorithm. Afterwards, we should have

η > 1. In general, the greater the values of η, the better the per-

formance, but the higher the complexity, as explained in the next

section ( Fig. 12 and Table 1 ). 

4.2. BRCTS method 

To obtain the cost function in the BTS method, as indicated in

(35), for each k, m , and ˜ s k ∈ S k , the matrix G k ∈ C 

N R (k +1) ×N T (k +1)

should be multiplied by [ ̃ s 0 , · · · , ̃  s k ] 
T . The complexity of the BTS

method can be considerably reduced by taking into account the

fact that the channel has L c taps, and therefore, the received sig-

nal is the superposition of at most L c transmitted signals. In other

words, as can be seen in (12) , each row of G and consequently G k 

has at most L c nonzero N R × N T blocks. Here, to reduce the com-

plexity, we propose to replace G with a matrix that contains only
k 
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onzero elements of G k , and also modify [ s 0 , · · · , s k ] 
T accordingly.

his method is presented as Algorithm 4 . 

lgorithm 4 BRCTS Method. 

1: Inputs: y , B k , C l , a −1 , 0 = [ ] , �( a −1 , 0 ) = 0 , ηinitial = 1 . 

2: for k from 0 to K − 1 do 

3: for m from 0 to η − 1 do 

4: for ˜ s k ∈ S k do 

5: Calculate the cost function 

�( a k −1 ,m 

, ̃  s k ) = �( a k −1 ,m 

) 

+ 

∥∥∥∥∥∥y k −
[
B k C u · · · B k C 0 

]⎡ 

⎣ 

˜ s k −u 

. . . 
˜ s k 

⎤ 

⎦ 

∥∥∥∥∥∥
2 

(39) 

where 

u = 

{
L c − 1 if k ≥ L c − 1 

k otherwise . 
(40) 

6: end for 

7: end for 

8: Arrange values of �( a k −1 ,m 

, ̃  s k ) in ascending orderof magni-

tude 

9: Select the first η values of the ordered elements andthe cor-

responding a k,m 

= [ a T 
k −1 ,m 

, ̃  s T k ] 
T as 

			k = [�( a k, 0 ) , �( a k, 1 ) , · · · , �( a k,η−1 )] (41)




k = 

[
a k, 0 , a k, 1 , · · · , a k,η−1 

]
(42) 

10: end for 

11: Detect the signal vectors as 

ˆ s = arg min 

a K−1 ,m ∈ 


K−1 

∥∥y − G a K−1 ,m 

∥∥2 . (43) 

.3. BRCTS-SD method 

The proposed BRCTS-SD method for signal detection in DSCs is

ased on the SM-Tx method in [50] developed for SM in slow fad-

ng frequency flat channels, and the LC-ESD-Tx method in [20] pre-

ented for SC-GSM in slow fading frequency selective channels. The

roposed BRCTS-SD detector is also a tree-search based method

imilar to the proposed BTS and BRCTS detectors. The main dis-

inction is that in the BRCTS-SD method we use the principle of

phere decoding [20,50,51] in order to reduce the search space by

aking into account only the points that lie within a certain dis-

ance from the received signal [51] . 

The new method begins with the calculation of 

( ̃ s 0 ) = 

∥∥y 0 − B 0 C 0 ̃ s 0 
∥∥2 . (44) 

ll ˜ s 0 satisfying the condition �( ̃ s 0 ) < R 2 are stored as a 0 ,m 

, m =
 , 1 , · · · , η0 − 1 , where R = 

√ 

αN R σ 2 is the radius, α > 0 is a pa-

ameter that can be chosen flexibly based on antenna configuration

20,50] , and η0 is the number of vectors ˜ s 0 satisfying the condition.

ext, 

( a 0 ,m 

, ̃  s 1 ) = 

∥∥∥∥y 1 −
[
B 1 C 1 B 1 C 0 

][a 0 ,m 

˜ s 1 

]∥∥∥∥2 (45) 

s calculated for a 0 ,m 

, m = 0 , 1 , · · · , η0 − 1 and all possible trial

ectors ˜ s 1 . Those a 0 ,m 

and ˜ s 1 vectors meeting the condi-

ion �( a 0 ,m 

, ̃  s 1 ) < R 2 + �( a 0 ,m 

) are again selected and stored as
 1 ,l = [ a T 
0 ,l 

, ̃  s T 1 ] 
T . This process is continued until all a K−1 ,l , l =

 , 1 , · · · , ηK−1 − 1 are found. Finally, (38) is utilized to detect the

ignal vectors. 

There are cases where either too many vectors or no vectors

t all satisfy the above condition. In the former case, a specified

umber of vectors, say η, that satisfy the condition and correspond

o the least values of the cost function can be selected. In the latter

ase, η vectors from all valid vectors that correspond to the least

alues of the cost function can be selected. The BRCTS-SD method

s presented in Algorithm 5 , at the end of the paper. 

lgorithm 5 BRCTS-SD Method. 

1: Inputs: y , B k , C l , a −1 , 0 ∈ ∅ , η−1 = 1 , 


k = [ ] , 			k ∈ ∅ . 
2: for k from 0 to K − 1 do 

3: ηk = 0 

4: for m from 0 to ηk −1 − 1 do 

5: for ˜ s k ∈ S do 

6: Calculate the cost function as 

�( a k −1 ,m 

, ̃  s k ) = 

∥∥∥∥∥∥y k −
[
B k C u · · · B k C 0 

]⎡ 

⎣ 

˜ s k −u 

. . . 
˜ s k 

⎤ 

⎦ 

∥∥∥∥∥∥
2 (46) 

where u is given in (40). 

7: if �( a k −1 ,m 

, ̃  s k ) < R 2 + �( a k −1 ,m 

) then 

8: Save a k,m 

= [ a T 
k −1 ,m 

, ̃  s T k ] 
T and �( a k −1 ,m 

, ̃  s k ) as 


k =
[ 


k , a k,m 

] and 			k = [ 			k , �( a k −1 ,m 

, ̃  s k )] . 

9: ηk = ηk + 1 . 

10: end if 

11: end for 

12: end for 

13: if ηk > η then 

14: Arrange elements of 			k in ascending order of magnitude.

15: Return the first η elements of the ordered 			k as 			k and

the corresponding η columns of 


k as 


k . 

16: Set ηk = η. 

17: else if ηk = 0 then 

18: Arrange values of �( a k −1 ,m 

, ̃  s k ) in ascending order of

magnitude. 

19: Return the first η ordered elements as 			k and the corre-

sponding η vectors 
[
a T 

k −1 ,m 

, ̃  s T k 
]

T as 


k . 

0: Set ηk = η. 

21: end if 

2: end for 

3: Detect the signal vectors as 

ˆ s = arg min 

a K−1 ,m ∈ 


K−1 

‖ y − G a K−1 ,m 

‖ 

2 . (47) 

To conclude this section, it is worth mentioning that for each k ,

he proposed tree search methods selects η values of the trial vec-

ors corresponding to the least values of the cost function. In this

egard, the parameter η provides a means of robustness against

oor decisions on the choice of s k , k = 0 , 1 , · · · , K − 1 , and conse-

uently can reduce error propagation. As η increases, for each k ,

ore trial values of s k are selected as candidates for the true value

f s k . Hence, the detection of s k becomes less reliant on specific

hoices of already selected candidates at lower depth i.e. k ′ < k .

he performance improvement of the tree search methods with in-

reasing η due to the above-mentioned reason is further validated

y simulation results in Section V. Finally, we note that due to the

ero-padding (see (2) ), s 0 in (29) is not affected by inter-block and

nter-symbol interference, and it is therefore justified to use it as

he anchor node in the tree search. 
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Table 1 

Computational complexity of detection methods. 

Method Number of multiplications Number of additions 

PIC 
K 
(
(N T (K − 1)) 3 + 2 N 2 T N R K 

′ (K − 1) 2 + 

N T N 
2 
R K 

′ 2 (K − 1) + (N R K 
′ ) 2 + μN R K 

′ N T 
)

(
(N T (K − 1)) 3 + N 2 T (N R K 

′ − 1)(K − 1) 2 + 

N T (K − 1)(N T (K − 1) − 1) N R K 
′ + N T N 

2 
R K 

′ 2 (K − 1) 

−N R K 
′ + N R K 

′ (N R K 
′ − 1) + μN R K 

′ (N T − 1) 
)

PIC-SIC 

∑ K 
k =1 

(
(N T k ) 

3 + 2 N 2 T N R K 
′ k 2 + 

N T N 
2 
R K 

′ 2 k + (N R K 
′ ) 2 + μN R K 

′ N T 
) ∑ K 

k =1 

(
(N T k ) 

3 + N 2 T (N R K 
′ − 1) k 2 + N T k (N T k − 1) N R K 

′ 
+(N T k − 1) N 2 R K 

′ 2 + N T − 1 + (N R K 
′ )(N R K 

′ − 1) + μN R K 
′ (N T − 1) 

)
PIC-SIC- 

LaMP 

∑ K 
k =1 

(
(N T k ) 

3 + 2 N 2 T N R K 
′ k 2 + N T N 

2 
R K 

′ 2 k + 

(N R K 
′ ) 2 + N la ((3 + μ) N R N T − 3 N T + 2 N 2 T ) 

) ∑ K 
k =1 

(
(N T k ) 

3 + N 2 T (N R K 
′ − 1) k 2 + N T k (N T k − 1) N R K 

′ + N T − 1+ 

(N T k − 1) N 2 R K 
′ 2 + (N R K 

′ )(N R K 
′ − 1) + N la (2 N R N T + (μ − 1) N T ) 

)
TS 

N R N T μ + 

∑ K−1 
k =1 N R N T kημ+ 

K ′ N R N T Kη
N R (N T − 1) μ + 

∑ K−1 
k =1 N R (N T − 1) kημ + N R K 

′ η

Proposed 

BML 

(KL c + L c (L c − 1)) QN R N T + 

μK N R (K + L c − 1) KN T 
(KL c + L c (L c − 1))(Q − 1) N R N T + μK N R (K + L c − 1)(KN T − 1) 

Proposed 

BPIC 

(KL c + L c (L c − 1)) QN R N T + 

K 
(
(N T (K − 1)) 3 + 2 N 2 T N R K 

′ (K − 1) 2 + 

N T N 
2 
R K 

′ 2 (K − 1) + (N R K 
′ ) 2 + μN R K 

′ N T 
)

(KL c + L c (L c − 1))(Q − 1) N R N T + (
(N T (K − 1)) 3 + N 2 T (N R K 

′ − 1)(K − 1) 2 + 

N T (K − 1)(N T (K − 1) − 1) N R K 
′ + N T N 

2 
R K 

′ 2 (K − 1) 

−N R K 
′ + N R K 

′ (N R K 
′ − 1) + μN R K 

′ (N T − 1) 
)

Proposed 

BPIC-SIC 

(KL c + L c (L c − 1)) QN R N T + ∑ K 
k =1 

(
(N T k ) 

3 + 2 N 2 T N R K 
′ k 2 + 

N T N 
2 
R K 

′ 2 k + (N R K 
′ ) 2 + μN R K 

′ N T 
)

(KL c + L c (L c − 1))(Q − 1) N R N T + ∑ K 
k =1 

(
(N T k ) 

3 + N 2 T (N R K 
′ − 1) k 2 + N T k (N T k − 1) N R K 

′ 
+(N T k − 1) N 2 R K 

′ 2 + N T − 1 + (N R K 
′ )(N R K 

′ − 1) + μN R K 
′ (N T − 1) 

)
Proposed 

BTS 

(KL c + L c (L c − 1)) QN R N T + 

N R N T μ + 

∑ K−1 
k =1 N R N T kημ+ 

K ′ N R N T Kη

(KL c + L c (L c − 1))(Q − 1) N R N T + 

N R (N T − 1) μ + 

∑ K−1 
k =1 N R (N T − 1) kημ + N R K 

′ η

Proposed 

BRCTS 

(KL c + L c (L c − 1)) QN R N T + 

N R N T μ + 

∑ L c −1 
k =1 

N R N T kημ+ 

(K − L c ) N R N T L c ημ + K ′ N R KN T η

(KL c + L c (L c − 1))(Q − 1) N R N T + 

N R (N T − 1) μ + 

∑ L c −1 
k =1 

N R (N T − 1) kημ+ 

(K − L c ) N R (N T − 1) L c ημ + N R K 
′ η

Proposed 

BRCTS-SD 

(KL c + L c (L c − 1)) QN R N T + 

N R N T μ + 

∑ L c −1 
k =1 

N R N T kηk −1 μ+ 

(K − L c ) N R N T L c ηk −1 μ + K ′ N R KN T ηK−1 

(KL c + L c (L c − 1))(Q − 1) N R N T + 

N R (N T − 1) μ + 

∑ L c −1 
k =1 

N R (N T − 1) kηk −1 μ+ 

(K − L c ) N R (N T − 1) L c ηk −1 μ + N R K 
′ ηK−1 
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5. Performance evaluation 

In this section, the performance of the new methods is eval-

uated. First, we characterize their computational complexity in

terms of the number of multiplications and additions. Next, we as-

sess their BER in different scenarios using computer simulations. 

5.1. Computational complexity 

Assuming that BEM coefficients are available at the receiver,

the computation of B k C l needs QN R N T complex multiplications and

(Q − 1) N R N T complex additions. Thus, for the computation of G ,

the number of complex multiplications and additions are respec-

tively, (KL c + L c (L c − 1)) QN R N T and (KL c + L c (L c − 1))(Q − 1) N R N T . 

Based on (13) , we should perform μK N R (K + L c − 1) KN T com-

plex multiplications and μK N R (K + L c − 1)(KN T − 1) complex addi-

tions in addition to the calculation of G for the BML method. 

Considering the BPIC approach, the computational com-

plexity at each iteration can be obtained as follows. Com-

putation of ���⊥ 
I m requires approximately (N T (K − 1)) 3 +

2 N 

2 
T 

N R (K + L c − 1)(K − 1) 2 + N T N 

2 
R 
(K + L c − 1) 2 (K − 1) com-

plex multiplications and (N T (K − 1)) 3 + N 

2 
T (N R (K + L c − 1) −

1)(K − 1) 2 + N T (K − 1)(N T (K − 1) − 1) N R (K + L c − 1) + N T N 

2 
R 
(K + 

L c − 1) 2 (K − 1) − N R (K + L c − 1) complex additions. For (22),

we need (N R (K + L c − 1)) 2 complex multiplications and

(N R (K + L c − 1))(N R (K + L c − 1) − 1) complex additions. In

addition, μN R (K + L c − 1) N T complex multiplications and

μN R (K + L c − 1)(N T − 1) complex additions should be performed

for (19) . 

Regarding the BPIC-SIC method, the complexity for the

(K − k ) th iteration (k = 0 , · · · , K − 1) can be computed as fol-

lows. For (24) and (25), we need approximately (N T k ) 
3 +

2 N 

2 
T 

N R (K + L c − 1) k 2 + N T N 

2 
R 
(K + L c − 1) 2 k complex multiplications

and (N T k ) 
3 + N 

2 
T 
(N R (K + L c − 1) − 1) k 2 + N T k (N T k − 1) N R (K + L c −

1) + (N T k − 1) N 

2 
R (K + L c − 1) 2 + N T − 1 complex additions. More-

over, (27) requires (N (K + L c − 1)) 2 complex multiplications and
R 
(N R (K + L c − 1))(N R (K + L c − 1) − 1) complex additions, and (28)

eeds calculation of μN R (K + L c − 1) N T complex multiplications

nd μN R (K + L c − 1)(N T − 1) complex additions. 

Considering the BTS approach, except for �( ̃ s 0 ) that needs

 R N T μ complex multiplications and N R (N T − 1) μ complex addi-

ions, we need N R N T k ημ complex multiplications and N R (N T −
) kημ complex additions for the computation of (35) for each k .

esides, for (38), we should perform (K + L c − 1) N R KN T η complex

ultiplications and (K + L c − 1) N R η complex additions. 

The complexity calculation of the BRCTS method is the same as

hat of the BTS approach except for its cost function for k > L c −
 which needs N R N T L c ημ complex multiplications and N R (N T −
) L c ημ complex additions for each k . 

For the BRCTS-SD method, the complexity computation is sim-

lar to that of the BRCTS method. The only difference results

rom ηk ≤ η, for k > 0. Thus, the cost function of BRCTS-

D needs N R N T L c ηk −1 μ complex multiplications and N R (N T −
) L c ηk −1 μ complex additions for each k > 0. 

In Table 1 , the total computational complexities of the pro-

osed methods along with those of PIC, PIC-SIC, PIC-SIC-LaMP, and

S methods are summarized. PIC-SIC-LaMP denotes the method of

IC-SIC followed by the graph-based method called layered mes-

age passing (LaMP) developed in [52,53] for slow fading channels.

he number of iterations of PIC-SIC-LaMP is shown by N la in this

able. 

Figs. 2 and 3 illustrate the total computational complexity of

he new methods in terms of the number of complex multipli-

ations and additions, respectively (the relevant parameter values

re given in the next subsection). For the BRCTS-SD detector, we

ave shown the average complexity with respect to ηk , which is

he number of the valid trial signal vectors falling within the spec-

fied radius at the k th step, at the SNR = 20 dB. The numbers of

omplex multiplications and additions for the BML method, are not

hown in these figures as they are too large, and do not help in

he comparison. For example for K = 16 , 32 , 64 , the numbers of
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Fig. 2. Number of multiplications versus K for the proposed detectors. 

Fig. 3. Number of additions versus K for the proposed detectors. 
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Fig. 4. Number of multiplications and additions versus SNR for the proposed BRCTS 

and BRCTS-SD detectors. 

Fig. 5. Number of multiplications versus K for the proposed methods compared 

with previous methods. 

Fig. 6. Number of additions versus K for the proposed methods compared with 

previous methods. 
omplex multiplications and additions for BML are 1.74 × 10 42 ,

.13 × 10 81 , 9.3 × 10 158 and 1.71 × 10 42 , 2.11 × 10 81 , 9.33 × 10 158 ,

espectively. According to these figures, the tree search based

ethods have significantly lower complexity than the BPIC and

PIC-SIC methods. Moreover, the BRCTS-SD detector has the low-

st complexity among the tree-search based methods as it needs to

heck fewer trial vectors compared with the BTS and BRCTS meth-

ds, i.e., ηk ≤ η. 

In Fig. 4 , we have compared the complexity of BRCTS with the

verage complexity of the BRCTS-SD methods for different values

f SNR. Evidently, the complexity of BRCTS-SD is lower than that

f BRCTS, and significantly decreases as the SNR increases. The lat-

er observation is due to fact that, with the increase in SNR, the

verage number of trial vectors that need to be checked ( ηk ) sig-

ificantly decreases. 

Figs. 5 and 6 , respectively illustrate the number of multiplica-

ions and additions for the proposed methods and previous PIC,

IC-SIC, PIC-SIC-LaMP, and TS methods. It is observed that the pro-

osed BPIC and BPIC-SIC have approximately the same complexity

s the previous PIC, PIC-SIC, and PIC-SIC-LaMP methods. Besides,

he proposed BTS method has approximately the same complex-

ty as the TS method, although the new methods lead to notable

mprovements in BER, as discussed below. 
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Fig. 7. BER versus SNR for the proposed BPIC and BPIC-SIC detectors compared with 

the PIC, PIC-SIC, and BPIC-SIC-LaMP detectors. 

Fig. 8. BER versus SNR for the proposed BTS, BRCTS, and BRCTS-SD detectors com- 

pared with the previous tree search-based detector. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9. BER versus SNR for the proposed detectors for N T = N R = 4 , N a = 2 . 

Fig. 10. BER versus SNR for the proposed detectors for N T = N R = 6 and N a = 2 . 

Fig. 11. BER of the proposed detectors for N T = 4 , N R = 2 and N a = 2 . 
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5.2. Simulation result 

Computer simulations are performed to evaluate the perfor-

mance of the new methods in DSCs. A SC-GSM system with block

size K = 64 and zero-padding length of K G = 8 is considered. Un-

less otherwise stated, the number of transmit and receive anten-

nas are set as N T = N R = 4 , while the number of active anten-

nas is N a = 2 . The sampling and carrier frequencies are f s = 1 . 11

MHz and 1.9 GHz, respectively. The MIMO channel has L c = 5 taps

with time spacings of 0.9 μs where the average path gain of the

l th tap (l = 0 , 1 , · · · , L c − 1) is exp (− l 
10 ) . The channel undergoes

Rayleigh fading generated according to the Jake’s model [54] with

the normalized Doppler frequency of 
f D 
f s 

= f D T s = 

0 . 1 
K correspond-

ing to a mobile speed of 274 km/h. The GCE-BEM is used with

Q = 3 and λ = 32 for representing the DSC in our proposed meth-

ods. The individual signal symbols at each active antenna are taken

from a quadrature amplitude modulation (QAM) constellation with

size 8. We assume that the receiver is aware of the BEM coeffi-

cients of the DSC, but is not aware of the Jake’s true DSC as it can

never be attained practically [26] . We also assume that the meth-

ods in [17,19,52,53] , that are developed for slow fading channels,

treat the DSC as if it were a frequency selective channel with no

time-variations. In the implementation of the proposed tree search

based methods, we set η = 8 . 
In Fig. 7 , we have plotted the BER of the proposed BPIC and

PIC-SIC methods along with that of PIC, PIC-SIC, and PIC-SIC-

aMP methods for comparison. Clearly, by considering the time-

ariations of a DSC, the proposed methods can achieve signifi-

antly better performance than the previous ones. Besides, the

PIC-SIC method has considerably lower BER compared with the
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Fig. 12. BER versus SNR for the proposed BTS and BRCTS detectors for different 

values of η, N T = N R = 4 and N a = 2 . 

Fig. 13. BER of the proposed BML detector along with other proposed reduced com- 

plexity detectors, N T = N R = 2 and N a = 1 . 
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Fig. 14. BER of the proposed BML detector along with other proposed reduced com- 

plexity detectors, N T = 2 , N R = 1 and N a = 1 . 

Fig. 15. BER of the proposed detectors for different time-selectivities, N T = N R = 4 

and N a = 2 . 
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PIC method, as the BPIC-SIC method can more effectively reduce

he interference. 

Fig. 8 , shows the BER of the proposed tree search-based meth-

ds along with the tree-search methods in [19] . Again, it is evi-

ent that modeling the time-variations of a DSC using BEM can

mprove the performance compared with the previous tree-search

ased method whose BER is indicated by “TS” in the figure. Be-

ides, the BRCST method (the reduced complexity method for im-

lementation of the BTS method) has the same performance as

TS, whereas the BRCST-SD method exhibits a slightly higher BER

mplying that pruning the tree based on the least values of a

ost function can be more reliable than pruning based on sphere-

ecoding. It is worth noting that, as demonstrated in the previous

ubsection, the BRCST-SD method benefits from lower complexity. 

The performance of all of the proposed methods in terms of

ER versus SNR for different antenna configurations is shown in

igs. 9–11 . In the first two figures, i.e. Figs. 9 and 10 , we have

 T = N R = 4 and N T = N R = 6 , respectively. Consequently, the con-

ition (K + L c − 1) N R ≥ (K − 1) N T mentioned in Section III for sat-

sfactory performance of the BPIC and BPIC-SIC methods is met.

onsidering these two figures, it is evident that the proposed BPIC-

IC method has the best performance. However, in the third figure,

.e., Fig. 11 , we have N T = 4 and N R = 2 , and the above condition is

ot satisfied, resulting in the poor performance of the BPIC and
PIC-SIC methods. The performance of the proposed tree search-

ased methods, on the other hand, remains quite good. 

In Fig. 12 , the BER of proposed BTS and BRCTS methods versus

NR is plotted for different values of η. According to this figure,

he performance improves with increasing η as more trial signal

ectors are tested for each k , for k = 1 , · · · , K − 1 . 

We compare the performance of the BML method with the

ther proposed methods in Figs. 13 and 14 where the parame-

ers are as follows: N T = 2 , N a = 1 , K = 8 , T s = 7 . 2 μs. Besides, in

ig. 13 , the number of the receive antennas N R = 2 is equal to the

umber of transmit antennas, whereas in Fig. 14 , the number of re-

eive antennas is N R = 1 which is less than the number of transmit

ntennas. As expected, the BML method has lower BER compared

ith the other proposed methods. However, since the complexity

f the BML method grows exponentially as shown in the previous

ubsection, except for very simple cases, it remains infeasible in

ractice. Moreover, when the condition (K + L c − 1) N R ≥ (K − 1) N T 

s not satisfied as in Fig. 14 , as discussed before, the proposed BPIC

nd BPIC-SIC methods do not have satisfactory performance. 

Fig. 15 shows the BER performance of the proposed methods

or different values of the time selectivity factor f d KT s . As shown in

his figure, the BER slightly increases as the rate of change of the

hannel increases, but is not overly sensitive to this factor. 

In Figs. 16 and 17 , the effect of poor channel modeling in terms

f the number of basis coefficients Q and basis expansion function

s shown respectively. It can be seen that reducing the number
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Fig. 16. BER versus SNR for the proposed detectors for N T = N R = 4 , N a = 2 and 

different values of Q . 

Fig. 17. BER versus SNR for the proposed detectors for N T = N R = 4 , N a = 2 , and 

different values of λ. 
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of basis coefficients Q , or using a poor choice of basis expansion

function corresponding to λ = 1 in (10) can considerably deterio-

rate the BER performance. 

6. Conclusion 

In this paper, we have presented new methods for SC-GSM sig-

nal detection under high-mobility situations. Following the repre-

sentation of a DSC using BEM, the BML detector was first pre-

sented, and subsequently, BPIC, BPIC-SIC, BTS, BRCTS and BRCTS-SD

methods were introduced aiming at reducing the detection com-

putational complexity. In particular, the proposed BPIC and BPIC

method are developed to eliminate the interference between the

signals, whereas the proposed BTS, BRCTS, and BRCTS-SD are ad-

vanced to restrict the search space and reduce complexity. The per-

formance evaluations of the new methods was performed in terms

of computational complexity and BER. The complexity assessments

demonstrate that the tree search-based methods have significantly

lower complexity than the BPIC-based methods. The BER compar-

isons show that the new methods considerably improve the per-

formance compared with previous methods. 
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