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Abstract

Massive multiple-input multiple-output (MIMO) and millimeter-wave (mmWave) commu-
nications are established as key technologies for fifth generation (5G) and beyond (5G&B)
networks. However, the practical implementation of mmWave massive-MIMO systems re-
mains challenging. Conventional MIMO systems are implemented using the fully-digital
(FD) architecture, in which signal processing is performed in the digital domain by means
of dedicated processors and/or digital circuitry. At the transmitter, the digital baseband
output signals are then converted to analog signals for transmission, which requires a ded-
icated radio frequency (RF) chain per antenna element. For the large-scale antenna arrays
envisaged for massive-MIMO systems, however, the FD architecture is impractical due to
the huge power consumption and production costs.

One the most effective solutions to this problem is hybrid analog/digital (A/D) beam-
forming (HBF). In this approach, an additional signal processing layer in the analog do-
main, referred to as analog beamformer, is added between the RF chains and the antenna
elements. In effect, by properly designing the analog beamformer, it becomes possible to
reduce the number of RF chains while achieving a performance comparable to the FD
architecture.

There are three parts to this thesis all of which have a common goal, which is to
achieve the performance of FD systems with HBF. In the first part, we consider HBF at
the transmitter side and study the minimum number of required RF chains for realizing a
given FD precoder with the HBF architecture. We further investigate HBF designs based
on the single RF chain architecture for mmWave massive-MIMO systems. We present three
novel beamformer designs which achieve the performance of FD precoding systems. Finally,
we extend these results to MIMO-OFDM systems.

The second part studies HBF at the receiver. Particularly, we propose a novel hybrid
structure for realizing a given FD combiner with the minimum number of required RF
chains. We then focus on a more practical scenario where phase-shifters can realize a finite
number of phase angles. Accordingly, we propose a modified hybrid structure by introducing
an additional degree of freedom, i.e., phase-offset between the finite-resolution phase-shifts
and optimize this parameter via close approximations. Robust hybrid combiners are then
studied for the case of imperfect channel knowledge at the receiver.

In the final part of this thesis, we explore the hybrid A/D structure as a general frame-
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work for signal processing in massive and ultra-massive-MIMO systems. To exploit the
full potential of the analog domain, we first focus on the analog signal processing (ASP)
network. We investigate a mathematical representation suitable for any arbitrarily con-
nected feed-forward ASP network comprised of the common RF hardware elements in the
context of hybrid A/D systems, i.e., phase-shifter and power-divider/combiner. A novel
ASP structure is then proposed which is not bound to the unit modulus constraint, thereby
facilitating the hybrid A/D systems design. We then study MIMO transmitter and receiver
designs to exploit the full potential of digital processing as well. An optimization model
based on the proposed structure is presented that can be used for hybrid A/D system de-
sign. Finally, precoding and combining designs under different conditions are discussed as
examples.
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Sommaire

Les communications massives à entrées multiples et sorties multiples (MIMO) et les on-
des millimétriques (mmWave) sont désormais établies comme des technologies clés pour les
réseaux de cinquième génération (5G). Néanmoins, la mise en œuvre pratique des systèmes
MIMO massifs mmWave reste difficile. Les systèmes MIMO conventionnels sont mis en œu-
vre en utilisant l’architecture entièrement numérique (FD), dans laquelle le traitement du
signal est effectué dans le domaine numérique au moyen de processeurs dédiés et/ou de cir-
cuits numériques. Dans le scénario de liaison descendante, les signaux de sortie numériques
en bande de base sont ensuite convertis en signaux analogiques pour la transmission, ce
qui nécessite une chaîne radio-fréquence (RF) dédiée par élément d’antenne. Cependant,
pour les réseaux d’antennes à grande échelle envisagés pour les systèmes MIMO massifs,
une architecture FD n’est pas pratique en raison de l’énorme consommation d’énergie et
des coûts de production.

L’une des solutions les plus efficaces à ce problème est l’hybride formation de faisceaux
analogique/numérique (HBF). Dans cette approche, un couche de traitement du signal
dans le domaine analogique, référencée en tant que formateur de faisceau analogique, est
ajouté entre le RF chaînes et les éléments d’antenne. En effet, en concevant correctement
le formateur de faisceaux analogique, il devient possible de réduire le nombre de chaînes
RF tout en atteignant des performances comparables à l’architecture FD.

Cette thèse se compose de trois parties qui ont toutes un objectif commun qui est
d’atteindre les performances de systèmes entièrement numériques avec HBF. Pour cela,
nous considérons d’abord la formation de faisceaux hybride au niveau de l’émetteur et
étudions le nombre minimum de chaînes de RF requises pour réaliser un précodeur FD
MIMO arbitraire avec l’architecture HBF. Nous étudions ensuite des conceptions hybrides
de formation de faisceau basées sur l’architecture à chaîne RF unique pour les systèmes
MIMO massifs mmWave. Nous présentons trois nouvelles conceptions de formateurs de
faisceau qui permettent d’obtenir les performances des systèmes de précodage entièrement
numériques. Nous explorons plus en détail les applications de ces conceptions pour un
précodage optimal dans les scénarios mono-utilisateur et multi-utilisateur. Enfin, nous
étendons ces résultats aux systèmes MIMO-OFDM.

La deuxième partie étudie l’utilisation de l’architecture HBF au niveau du récepteur.
En particulier, nous proposons une nouvelle structure hybride pour réaliser tout combina-
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teur FD avec le nombre minimum de RF requis par une structure HBF pour correspondre
aux performances d’un formateur de faisceau FD. Nous nous concentrons ensuite sur un
scénario plus pratique où les déphaseurs peuvent réaliser un nombre fini d’angles de phase.
En conséquence, nous proposons une structure hybride modifiée en introduisant un degré de
liberté supplémentaire, c’est-à-dire un décalage de phase entre les déphasages à résolution
finie et optimisons ce paramètre via des approximations serrées qui permetted d’obtenir la
même solution que la recherche exhaustive. Nous développons également une nouvelle tech-
nique d’estimation de canal basée sur un pilote qui peut atteindre les mêmes performances
que l’estimation linéaire optimale FD.

Dans la dernière partie de cette thèse, nous explorons la structure hybride analogique/
numérique en tant que cadre général pour le traitement du signal dans les systèmes MIMO
massifs et ultra-massifs. Pour exploiter tout le potentiel du domaine analogique, nous
nous concentrons d’abord sur le réseau de traitement du signal analogique (ASP). Nous
étudions une représentation mathématique adaptée à tout réseau ASP à anticipation, con-
necté arbitrairement, et composé des éléments matériels RF communs dans le contexte de
systèmes hybrides, c’est-à-dire déphaseur et diviseur/combinateur de puissance. Une nou-
velle structure ASP est alors proposée qui n’est pas liée à la contrainte de module unitaire,
facilitant ainsi la conception de systèmes hybrides. Nous étudions ensuite les conceptions
d’émetteurs et de récepteurs MIMO afin d’exploiter également tout le potentiel du traite-
ment numérique. Un modèle d’optimisation basé sur la structure proposée est présenté qui
peut être utilisé pour la conception de systèmes hybrides. Plus précisément, la conception
de précodeurs et combinateurs est dicustée sous différentes conditions à titre d’exemples.
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Chapter 1

Introduction

In this chapter, we first introduce the main features of the next generation of wireless
cellular networks, i.e., fifth generation (5G) and beyond 5G (B5G). We then point out some
of the major challenges of the proposed communication techniques for B5G and present the
concepts of hybrid architecture as a key framework for physical layer 5G. We then state
the detail objectives and contributions of the thesis. Finally, we present its organization
along with some mathematical notations.

1.1 Massive-MIMO mmWave Communications for 5G

A huge growth, in the range of 10-100 times, is anticipated for the international mobile
telecommunication (IMT) traffic from 2020 to 2030 [1]. As shown in Fig. 1.1, mobile traffic
is projected to grow at an annual rate of around 55% in next decade. The global mobile
traffic per month is also estimated to reach about 600 EB (Exabyte=1018B) in 2025 and
5000 EB in 2030. The official introduction and early implementation of 5G cellular networks
happened in early 2020 while its widespread deployments is expected by 2025. Compared
to fourth generation (4G), also known as long-term evolution (LTE) and LTE-advanced
(LTE-A), several objectives have been set for 5G, including in particular: 1000 times higher
mobile data traffic per geographic area, 10 times more connected user equipments (UEs),
100 times higher user data rate, 10 times lower network energy consumption and 5 times
less latency [3, 4].

Existing communication systems, nevertheless, are reaching the Shanon limit and many
optimal communication techniques have been already explored and even implemented.
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Fig. 1.1: Estimations of global mobile traffic from 2020 to 2030 [1].

Thus, realizing the ambitious 100-fold increase in data rebate and 10-fold increase in user
capacity of 5G compared to legacy networks is a major challenge which only seems possi-
ble by taking advantage of: (1) much larger bandwidth (available at higher frequencies);
(2) much larger number of antennas; and (3) ultra dense networks. The first avenues
are complementary to each other, leading to the implementation of large scale arrays in
millimeter-wave (mmWave) spectrum, i.e., frequency bands in the rage from say, 10 to 100
Ghz. Moreover, their integration will allow to make advances along the third avenue [5].

Deployment of multiple antennas at both transmitter and receiver, i.e., multiple-input
multiple-output (MIMO) was undoubtedly a huge step up for wireless communication sys-
tems. While bandwidth is limited and increasing signal-to-noise ratio (SNR) increases
the capacity only logarithmically, it has been shown that MIMO can linearly increase the
capacity by increasing the number of antennas [6]. Although, this is true if the channel
matrix coefficients are independent and identically distributed which is not always the case,
especially, in mmWave systems, as the number of antennas grows larger, this condition is
met in asymptotic limit according to random matrix theory. From an information theoretic
point of view, it is shown that as the number of antennas becomes extremely large, capac-
ity can increase linearly with the minimum number of employed antenna at transmitter or
receiver. This conceptual extension of MIMO has been presented under different names
in the literature, i.e.: massive-MIMO, large scale antenna system (LSAS), full dimension
MIMO (FD-MIMO) and hyper MIMO [7–9].
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Conventional LTE cellular networks operate in frequency bands between 2 to 6 GHz,
i.e., microwave which provides a bandwidth of up to 2 GHz. Clearly, the congested mi-
crowave can no longer support the increasing demand for additional bandwidth and we are
at the dawn of the mmWave era with carrier frequencies extending up to 100 GHz and of-
fering potential bandwidths on the order of 20 GHz. The mmWave communications is not a
new technology; it has already been proposed for indoor and fixed outdoor communications
which provide data rates on the order of Gbps [10, 11]. Unfortunately, mmWave signals
experience high path loss, penetration loss and atmospheric absorption compared with mi-
crowave signals, which explains why mmWave was not considered for cellular networks until
now. Recent advances in mmWave hardware and more importantly beam-steering capabil-
ities of massive-MIMO have brought a new life to mmWave communications. Specifically,
directional communication and the ability to shape sharp beams by the means of LSAS
will help to overcome the severe path loss experienced by mmWave signals [12].

Massive-MIMO and mmWave communications are both compelling technologies when
considered separately, although each one suffers from a number of shortcomings in practice.
Surprisingly, their integration, not only accentuates their capabilities but also resolves some
of their shortcomings. Massive-MIMO offers highly directional communications which help
combat the open air path loss of mmWave transmissions. In turn, operation at mmWave fre-
quencies allows a reduction in the dimension of antenna elements which facilitates imple-
mentation of LSAS [9].

Consequently, Massive-MIMO communications with LSAS at the mmWave is the prime
candidate technology for B5G cellular networks [7, 8, 11, 13]. In fact, base-stations (BS)
with 64 antennas have been recently deployed for commercial use in some countries [14].
Moreover, an extensive theory for massive MIMO has been developed in recent years,
including capacity and spectral efficiency analysis, system design for high energy efficiency,
pilot contamination, etc. However, implementation of such systems faces many technical
difficulties, and to this day remains very challenging and costly [9, 15].

1.2 Hybrid Analog/Digital Signal Processing

In conventional fully-digital (FD) MIMO systems, each antenna element requires a dedi-
cated radio frequency (RF) chain. Hence, the direct FD implementation for massive-MIMO
systems is not practical and efficient due to the ensuing high production costs and more im-
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portantly, huge power consumption. Hybrid analog/digital (A/D) signal processing (HSP)
is an effective approach to overcome this problem by cascading an analog signal processing
(ASP) network with the baseband digital signal processor [16, 17]. While in conventional
FD MIMO transmitters [18–20], each antenna element is directly controlled by the digital
processor, in an HSP-based transmitter, the digital processor generates a low-dimensional
RF signal vector, whose size is then increased by analog circuitry for driving the large-scale
antenna array. Similarly, in an HSP-based receiver, the size of the high-dimensional vector
of antenna signals is reduced by an ASP network, whose outputs are then converted to the
digital domain for baseband processing by means of RF chains.

There are practical constraints in the implementation and design of ASP networks and
only a few types of RF components are commonly used in practice. Specifically, the power-
divider (splitter), power-combiner (adder), and phase-shifter are the key analog components
of the ASP design [21–29]. In the existing hybrid beamforming (HBF) structures, due to
the particular configuration of the aforementioned analog components, a constant modulus
constraint is imposed to the analog beamformer weights which turn the overall transceiver
design into an intractable non-convex optimization [21,22].

1.3 Contributions

The premise of HBF is the efficient implementation of massive-MIMO systems while achiev-
ing the performance of the FD systems, which has been the main focus of our contributions
in this thesis. The latter have been grouped into three main parts: we first consider HBF at
the transmitter, i.e., hybrid precoding; we then focus on the receiver, i.e., hybrid combin-
ing; and finally we present a generalized framework for HSP. The key contributions for each
part are summarized below.

Part I, Hybrid A/D Precoding: Wemainly focus on realizing any given fully-digital precoder
(FDP) with the hybrid architecture while minimizing the required number of RF chains.
Main contributions of Part I are summarized as follows:

• We first introduce a generalized system model where the baseband digital precoder is
viewed as an abstract transformation, and then, we formulate a constrained optimiza-
tion problem to minimize the number of required RF chains such that the FDP and
HBF outputs are identical.
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• We show that feasible optimum solutions exist for only two RF chains; however,
optimal solutions are not unique, which allows for a freedom in the design. Based on
the optimum solution so obtained, we propose a simple yet novel HBF design for the
realization of any given FDP with a single RF chain, which does not require extra
hardware or computational complexity in its implementation.

• The realization of any given FDP with the HBF architecture in wide-band massive-
MIMO-OFDM systems is investigated by inroducing appropriate system and channel
models.

• We then delve into the time-domain reconstruction of OFDM signals via HSP and
take the extra step towards realizing any FDP, by discussing the required conditions
for the most general case.

• Next we introduce one specific case and derive a systematic design for arbitrary
number of RF chains. In particular, the trade-off between number of RF chains and
the system bandwidth is discussed. Finally, we present the design for two RF chains
are present along with the simulation results.

Part II, Hybrid A/D Combining: Extending our hybrid precoding design to the receiver
side is not trivial: indeed, while at the transmitter side, the input of the RF beamformer
is known at each time slot, at the receiver, we only have statistical knowledge of the RF
beamformer input. Consequently, in Part II, we investigate HBF structures that can achieve
FD performance. Our main contributions can be summarized as follows:

• We develop new HBF realization that can match the FD combiner performance where
the number of RF chains is equal to the number of data streams. The new structure
is not bound to unit modulus constraint and thus facilitates the design process of
HSP systems.

• We then consider a more practical scenario where only finite-resolution phase-shifters
are used to implement the analog beamformer and optimize the proposed hybrid
design. A modified hybrid structure is presented to improve the performance. Taking
advantage of available degrees of freedom in our design, we minimize the maximum
error between the RF beamformer and its FD counterpart.
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• We also present a novel channel estimation method based on the proposed hybrid
structure which achieves the performance of optimal linear FD channel estimation,
but with reduced number of RF chains.

• Next, we investigate the design of hybrid A/D beamformers for uplink connection
in massive-MIMO systems under imperfect channel state information (CSI) for both
single user (SU) and multi-user (MU) scenarios.

• In the SU scenario, we consider the computational capabilities of the user for design-
ing the beamformer. For users with limited computational resources, a hierarchical
optimization schemes is presented which only puts the burden of robust calculations
on the BS.

• For users with extended computational capabilities, joint precoder/combiner design
is proposed. We then extend these optimization techniques to propose a new robust
hybrid combiner design for MU.

Part III, Generalized Hybrid A/D Signal Processing: In Part III, our goal is to investigate
and exploit the full potential of HBF in massive-MIMO systems. Aiming at this challenge,
we can summarize our contributions as follows:

• We first explore the degrees of freedom in the analog domain by developing a compact
mathematical representation for any given feed-forward ASP network with arbitrary
connections of any number of RF components, i.e., phase-shifters, power dividers and
power combiners.

• Based on the above generalization, a simple and novel ASP architecture is conceived
out of the above RF components, which is not bound to the constant modulus con-
straint. Removing this constraint facilitates system design as non-convex optimiza-
tions are difficult to solve and global optimality of the solutions cannot usually be
guaranteed.

• The transmitter and receiver sides are then studied separately by exploiting the newly
proposed ASP architecture and generalizing the digital processing. Specifically, the
optimization problem for the HSP beamformer is reformulated within the new repre-
sentation framework, which facilitates its solution under a variety of constraints and
requirements for the massive MIMO system.
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• The realization of optimal FD by HBF and the problem of RF chain minimization are
presented as guideline examples to illustrate potential applications of the proposed
theoretical framework.

1.4 Thesis Outline and Notations

Except for the introductory and concluding Chapters 1 and 8, respectively, the remaining
chapters of this thesis are presented in the same chronological order as the research itself,
and are organized as follows:

• In Chapter 2, an overview of the relevant fundamental material on hybrid beam-
forming for mmWave massive-MIMO communication is presented followed by a brief
literature survey as well as a generic mmWave massive-MIMO system model.

Part I, Hybrid A/D Precoding

• In Chapter 3, the massive-MIMO transmitters with hybrid A/D architecture sretud-
ied. We first present a single RF chain architecture (SRCA) for efficient implementa-
tion of HBF for massive-MIMO systems. Then, we present three novel beamformer
schemes which eliminate the defects of SRCA, and can achieve the performance of
FD beamforming schemes.

• In Chapter 4, we extend our design to wideband massive-MIMO mmWave commu-
nications by introducing the notion of time domain signal reconstruction of OFDM
signals. We then present the general solution for any arbitrary number of RF chains
and as a specific example, we consider a design for only two RF chains.

Part II, Hybrid A/D Combining

• In Chapter 5, the massive-MIMO receivers with hybrid A/D architecture are stud-
ied. We present a novel HBF structure for massive-MIMO communication systems
that matches the performance of any given FD combiner. We also focus on finite-
resolution phase-shifters and present a modified hybrid structure with phase-offset
as an additional degree of freedom in order to improve the system performance. We
then find a closed-form solution for the phase-offset which minimizes the error be-
tween FD combiner and its analog realization. A novel hybrid channel estimation is
also presented based on the proposed hybrid structure that achieves FD performance.
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• In Chapter 6, we study robust hybrid combiner design for imperfect CSI. A norm-
bounded channel error model is used to capture the imperfect CSI conditions and
the objective function is formulated based on the worst-case robustness. For the SU
scenario, we present hierarchical optimization as well as joint optimization (based on
UE capabilities to perform extra calculations) for robust transceiver design. We then
propose a robust hybrid combiner design for MU uplink connections.

Part III, Generalized Hybrid A/D Signal Processing

• Finally Chapter 7, we investigate the hybrid A/D structure as a general framework
for signal processing in massive-MIMO systems. We first explore the ASP network in
detail by developing a mathematical representation for any arbitrarily connected feed-
forward ASP network comprised of phase-shifters, power-dividers and power combin-
ers. Then, a novel ASP structure is proposed which is not bound to the unit modulus
constraint. Subsequently, we focus on the transmitter and receiver sides by exploiting
the newly proposed ASP architecture and generalizing the digital processing. Specif-
ically, the optimization problem for the HSP beamformer is reformulated within the
new representation framework, which facilitates its solution under a variety of con-
straints and requirements for the massive MIMO system.

Notations

Throughout this thesis, we use bold capital and lowercase letters to represent matrices
and vectors, respectively. Superscripts (·)H and (·)T indicate Hermitian and transpose,
respectively. Kronecker product is denoted by ⊗. In and 1n denotes an identity matrix
of size n × n and a column vector of all ones with size n, respectively. The element on
the pth row and qth column of matrix A is denoted by A(p, q), while the pth element of
vector x is denoted by xp. Tr(A) and ‖A‖F denote the trace and Frobenius norm of
matrix A, respectively. A = diag(a1, a2, . . . ., an) represents a diagonal matrix, in which
a1, a2, . . . ., an are placed on the main diagonal. A complex n× 1 Gaussian random vector
x with mean vector m = E{x}, where E{·} stands for expectation, and covariance matrix
R = E{xxH} is denoted by CN (m,R). The absolute value and phase of a complex
number z is denoted by |z| and ∠z, respectively, and C stands for complex field. A =

bd(A1,A2, . . . ,An) represents a block-diagonal matrix, in which A1,A2, . . . ,An are the
diagonal blocks of A. By x1

π
= x2, it is meant that there exists a permutation matrix
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Pπ such that x1 = Pπx2. The greatest (least) integer less (greater) than or equal to x is
denoted by bxc (dxe). Moreover, x = a mod n denotes the remainder of the division of a
by n.
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Chapter 2

Background and Literature Review

In this chapter, background study and literature review of hybrid beamforming for mmWave
massive-MIMO communications are provided in preparation for the technical chapters pre-
sented in the thesis. We first outline the distinctive features and advantages of mmWave
spectrum, and then review the potential applications of massive-MIMO mmWave com-
munications. Afterwards, we present a brief literature survey of the key research studies
in the topical area of this thesis. Finally, a simplified, generic system model of FD and
HBF massive-MIMO mmWave systems is introduced.

2.1 Massive-MIMO and mmWave Communications

The undesirable characteristics of high-frequency propagation prevent the key wireless tech-
nologies used at the sub-6 GHz frequencies to be directly applied in mmWave spectrum.
The main distinctive features which must be considered for modelling mmWave transmis-
sion can be summarized as follows:

• Pathloss and Signal Power: The transmitted signal in all wireless communication
systems undergoes distance-based attenuation. The isotropic path loss increases in
direct proportion to the inverse of the squared wavelength, specifically, we have

PR =
PTGTGRλ

2

(4πd)2
, (2.1)

where d is the distance between the transmitter and receiver, λ is the wavelength,
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Fig. 2.1: Atmospheric attenuation where peaks in absorption at specific frequencies are
due to atmosphere constituents such as water vapour (H2O) and molecular oxygen (O2).

GT , and GR are the transmitter and receiver gains, PR and PT are the receive and
transmit power, respectively [30]. Consequently, for fixed antenna gains, mmWave
signals experiences higher pathloss compared to microwave ones due to their shorter
wavelength. Hence, other conditions being equal, the received power is much less
compared to lower frequency bands. However, directional transmissions with higher
gain antennas can compensate for this high path loss [31]. In practice, the directivity
gain G of an antenna (whether used as a transmitter or receiver) can be expressed as
a function of the antenna effective area A and the operating wavelength, i.e. G ∝ A

λ2
.

Hence, by using antenna arrays along with beamforming, we can effectively increase
the aperture size and the antenna gain. [2]

• Sparse Scattering Channel: Compared to microwave, mmWave signals are more sen-
sitive to blockages because most obstacles in the propagation environment such as
buildings, cars, etc, are made up of non-translucent surfaces larger than the wave-
length of mmWave communications signals. However, reflection and scattering can
facilitate the transmission between the transmitter and receiver if steerable anten-
nas are used to locate the objects that reflect or scatter or avoid those that absorb
the signal. In Fig. 2.1, the atmospheric attenuation in of the mmWave spectrum
is illustrated. In addition, since many objects in the surrounding will absorb the
mmWave signals, only a small number of scatterers or reflectors will contribute to the
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propagation. Consequently, the channel impulse response at these frequencies will
tend to be sparse [32, 68].

In spite of the above difficulties, the mmWave band offers remarkable advantages com-
pared to lower frequency bands, some of which are summarized as follows:

• Higher Data Rate: Clearly the first benefit of mmWave communications is a very
large bandwidth (on the order of 20 GHz) which directly translates to higher data
rates.

• Dense Networks: In addition to the increased channel bandwidth, mmWaves can be
leveraged to reduce coverage areas, i.e., establish more densely packed communication
links and exploit spatial reuse to provide increased capacity gains.

Moreover, mmWave communications facilitate implementation of massive-MIMO sys-
tems by allowing the deployment of a larger number of smaller antenna elements which
results in additional performance gains. Interference suppression, which primarily relies on
beamforming at the transmitter and receiver (respectively known as precoding and com-
bining), plays an important role in multi-user communications. Aside from beamforming,
MIMO can be used for spatial diversity and multiplexing. In addition to other sources of
diversity such as time and frequency, spatial diversity can be exploited at both ends to de-
feat the impact of fading in wireless channels. MIMO can be also used to transmit parallel
data streams without using additional bandwidth or power which increases the number of
spatial dimensions for communication.

Although there are certain advantages in operating at mmWave frequencies as explained
above, a number of challenges must be addressed to exploit these benefits which are ex-
plained below.

• Doppler Spread: Due to a large doppler spread, the coherence time in the mmWave
range is very small which becomes a major challenge with user mobility [34]. Con-
sequently, the rapidly chaining behaviour of the wireless channel must be taken into
account when designing the channel estimation, modulation and coding schemes in
mmWave cellular networks.

• RF Circuitry: RF design has been always a bottleneck in reaching the theoretical
limits of wireless communication systems. Particularly, when designing RF integrated
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circuits for mmWave systems, non-linear distortions in the power amplifiers, phase
noise and IQ imbalance become more dramatic due to the high carrier frequencies
and wide bandwidth.

• Power Consumption: Massive-MIMO is a double-edged sword for mmWave commu-
nications. While a larger number of antennas enables directional beamforming with
higher resolution, a direct consequence of this is an increase in hardware complexity
and power consumption. Specifically, since each antenna requires a dedicated RF
chain which includes data converters, mixers, and power amplifiers, the power con-
sumed by RF chains scale up with increasing number of antennas. Consequently, an
alternative signal processing technique, i.e., hybrid A/D processing is required for
mmWave massive-MIMO systems, as further listed below.

2.2 Applications of Massive-MIMO mmWave Communications

Although the mmWave spectrum has been in use for military, radar and wireless backhaul
applications, the first commercial use case of mmWave was indoor communications [10].
In fact, the first commercial applications of mmWave technology appeared in the context
of wireless personal area networks and wireless local area networks (WLAN) standards for
operation in the unlicensed bands around 60 GHz. WirelessHD is one of the most popular
standards that uses mmWave technology to provide high-bandwidth wireless links as a
replacement for wired connections, and capable of handling uncompressed high-definition
multi-media content. IEEE 802.11ad which is an amendment to the ubiquitous IEEE 802.11
protocol is another standard for WLAN operating in the 60 GHz band [35]. These early and
successful applications of mmWave paved the way for many potential applications which
are discussed below.

• B5G communication systems: While it has been demonstrated that mmWave trans-
mission can provide gigabit data rates in indoor communications and point-to-point
backhaul links, conventional system design techniques call for expensive hardware
components in order to provide reliable long-ranged communication links. However,
with the advent of massive-MIMO, low-cost mmWave technologies and advanced sig-
nal processing techniques, mmWave transmission can now be used as well for outdoor



2 Background and Literature Review 14

Fig. 2.2: Illustration of a mmWave cellular network [2].

communication networks [36]. The architecture of mmWave cellular networks however
is likely to be much different than in microwave systems, as illustrated in Fig. 2.2.

• P2P networks: For many years, cellular and personal networks were the main focus
of both research and industry. Recently, there has been a growing interest in peer-to-
peer (P2P) networks. Specifically, vehicular applications such as autonomous vehicles,
vehicle-to-vehicle communications, and vehicle-to-infrastructure have received consid-
erable attention [37]. Because of all the aforementioned benefits of mmWave and the
fact that this technology is already established in automotive radar applications [38],
we can foresee that mmWave will play a significant role in vehicular networks.

• Personal networks: Advanced wireless technology is capable of establishing high-speed
connection via low-power and small-scale devices. One direct use case is in wearable
networks for providing wireless connections for smart devices such as cell-phones,
tablets, watches, activity-tracking devices, virtual-reality headsets and glasses. Space
limitation is one key aspect why mmWave is of interest to these networks, with the
added benefit of high data rate and very low latency communication which is also
another requirement in this case [39].

• IoT networks: The advent of internet of things (IoT) is indeed dependent on machine-
to-machine communications which provides networking connectivity between physical
objects of various sizes. This may eventually give rise to huge networks comprising
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millions of connections; fortunately, mmWave offers a massive spectrum and has the
capacity to locally support large number of connections at high data rates. This
explains why mmWave is a prime candidate for the physical wireless infrastructure
of IoT [40].

2.3 Literature Review

At the beginning of each one of the subsequent technical chapters, a comprehensive litera-
ture review of relevant works to the chapter’s main topic is presented. Nevertheless, in this
section, a brief survey of the key works in mmWave communications, massive-MIMO and
HSP is provided. The mmWave communications frameworks and then fundamental works
on massive-MIMO are presented. Finally, a brief review of the major works on HSP is
provided.

mmWave Communications: One of the early applications of mmWave communica-
tions was for indoor communications enabling multigigabit wireless links; this technology
was even standardized in commercialized systems [10,35,41,42]. Since the densely crowded
microwave spectrum cannot meet the requirements of 5G, hence, the mmWave bands be-
tween 30 to 100 GHz with abundant available bandwidth of more than 20 GHz is the new
horizon of next generation of cellular wireless systems [33,43–45].

The first step towards mmWave communications is indeed a profound understanding
of propagation effects and channel modelling. The fundamentals of mmWave propaga-
tion in fact, had already been studied for indoor communications [46]. Nevertheless,
mmWave MIMO channel modeling have been revisited in recent years and many works
have been published in this area [41,47–49].

The biggest drawback of mmWave communications for outdoor systems is the severe
pathloss, resulting from combined effects of free-space pathloss, penetration loss, atmo-
spheric absorption and rain attenuation [9,50]. It was shown however that the deployment
of a larger number of antennas at both transmitter and receiver can effectively defeat
pathloss by means of beamforming [17,51]. Essentially, outdoor mmWave communications
are only possible in massive-MIMO systems. Besides, due to the form factor restrictions,
implementation of massive-MIMO is also only logical in mmWave bands. This comple-
mentarity makes the integration of these techniques a fortunate opportunity for future
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B5G wireless networks.

Massive-MIMO: The concept and main theories of massive-MIMO [52] were developed
following the success of MIMO techniques in wireless local area and cellular systems [6,53].
However, it took more than a decade for massive-MIMO to be considered as a practical
solution [7–9,51]. There have been many research studies dedicated to massive-MIMO sys-
tems and there are still many questions to be answered [54, 54]. While massive-MIMO is
now established as a key technology for B5G [55], different aspects, challenges and opportu-
nities are still being explored. In this thesis, we specifically focus on the hybrid architecture
for implementation of massive-MIMO systems.

Hybrid A/D Signal Processing: In MIMO systems precoding can be performed when
the radio channel descriptors are known at the transmitter [56]. In massive-MIMO, particu-
larly, precoding plays a more critical role due to the severe pathloss effects of mmWave trans-
mission. Conventional FD implementation of massive-MIMO is in fact inefficient because
in such systems, driving large number of antennas require one dedicated RF chain for each
antenna element which increases the overall system cost and power consumption [21].

Hybrid analog/digital systems, were introduced to simplify and reduce the cost and
power consumption of massive-MIMO systems [17]. In fact, by cascading an analog (RF)
precoder after the baseband digital precoder, it is possible to reduce the number of required
RF chains. In [16], the first attempt was made to realize any FDP by means of hybrid A/D
precoding with two RF chains for the case of a single data stream, i.e., one symbol per
transmission. In [22,23], multi-stream hybrid designs were presented in which the number
of RF chains must be set equal to the number of symbols per transmission. The HBF has an
intricate structure where the entries of the RF precoder matrix satisfy a constant modulus
constraint associated to the use of phase-shifters. Since the ensuing precoder optimization
is non-convex, many works have alternatively focused on designing HBF directly using
heuristic iterative algorithms or reconstruction algorithms [21, 22]. Additional practical
power constraints for the analog precoder designs are discussed in [57].

MIMO-OFDM Hybrid Beamforming: Orthogonal frequency division multiplexing
(OFDM) is standardized in 4G [58] and in many other wireless systems such as WiFi
[59]. The simplicity and flexibility of OFDM makes it the dominant multi-carrier (MC)
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technique, even in next generation of wireless systems. However, implementation of OFDM
in massive-MIMO systems has been even more challenges than for narrow-band systems.
While the hybrid architecture is a powerful method in massive-MIMO-OFDM to reduce the
number of RF chains, it makes the design of RF signal processing network more intricate.
Since the RF precoder must have a similar response for all subcarriers, designing hybrid
precoders is much harder than in the narrow-band scenario. There have been a few attempts
to design wide-band hybrid precoders [60,61]; however, this research is still too young and
many questions remain to be answered [24,62–65].

mmWave massive-MIMO Channel Estimation: Above, we reviewed recent works on
designing hybrid beamforming for both narrow-band and wide-band transmission. How-
ever, all these techniques require an accurate estimation of the underlying channel pa-
rameters. Unfortunately, when the hybrid architecture is used for implementation of the
massive-MIMO system, the conventional FD channel estimation techniques cannot be di-
rectly adapted; consequently, HBF-based channel estimation methods are required. The
algorithm presented in [66] was one of the first works to consider channel estimation, along
with HBF structure in narrow-band transmission; this work was later extended to the wide-
band scenario in [67]. The estimation of channel related parameters for mmWave MIMO-
OFDM systems is further studied in [68–71]. In all these works, the sparsity of the
mmWave channels is exploited in the HSP-based channel estimators; however, there are
still many other possibilities that can be explored and further studied.

2.4 System model

Herein, we present a simplified system model of a point-to-point mmWave system where
the transmitter and receiver are equipped with large scale antenna arrays. This generic
system model serves as a basis and sets the stage for designing new hybrid structures in
the following chapters of the thesis.

2.4.1 Transmitter Beamforming

We consider a massive-MIMO transmitter with NT antennas and NRF RF chains where
NT � NRF . The BS transmitter performs precoding on the symbol vector s = [s1, s2, ..., sK ]T ∈
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Fig. 2.3: Point-to-point massive-MIMO system with FD architecture.

AK , where each si is taken from a discrete constellation A, such as M-QAM or M-PSK
and K is the number of symbol streams. This representation applies to both SU and MU
scenarios: in the former case, the K symbols are intended to a single multi-antenna user;
while in the latter case, the K symbols are intended to K single-antenna users. In the
sequel, we focus on the SU case.

FD Precoding: In Fig. 2.3, a point-to-point SU massive-MIMO system with FD beam-
forming at both ends is depicted. In a FD architecture, each antenna element is connected
to a dedicated RF chain, i.e., NRF = NT . Thus, the transmitted signal can be written as

xFD
T = PFDs. (2.2)

where PFD is the FD precoding (FDP) matrix of size NT ×K.

Hybrid Precoding The massive-MIMO transmitter in HBF architecture is shown in
Fig. 2.4, where NRF < NT is assumed [16,23]. Since only a limited number of RF chains is
available, the symbol vector is first precoded with the digital beamformer and then analog
beamforming is performed by the means of analog circuitry. The transmitted signal is
therefore given as

xHY
T = PAPD s, (2.3)
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Fig. 2.4: Point-to-point massive-MIMO system with hybrid architecture.

where PD ∈ CNRF×K and PA ∈ UNT×NRF are the digital and analog precoders, respectively,
with U being the set of complex numbers with unit norm:

U = {z ∈ C : |z| = 1}. (2.4)

2.4.2 Receiver Beamforming

Now, we consider the uplink connection of a massive-MIMO system where the BS is
equipped with NR receive antennas and NRF RF chains. The received signal at the BS is
given by

y =
√
ρHxHY

T + n, (2.5)

where H ∈ CNR×NT is the point-to-point mmWave MIMO channel matrix, ρ is the average
transmit power and n ∼ CN (0, INR) is an additive white Gaussian noise (AWGN) vector.

FD Combining In FD systems (Fig. 2.3), since there are no limitations on the number
of RF chains, i.e., NRF = NR, the transmitted symbols can be directly estimated a the
digital combiner WFD ∈ CNR×K as

ŝFD = WH
FDy. (2.6)

Hybrid Combining In the hybrid combining structure (Fig. 2.4), to reduce the dimen-
sion of the received signal so that NRF < NR, the signal first goes through the analog
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combiner WA ∈ UNR×NRF

x = WH
Ay. (2.7)

The RF chains then convert the analog vector x to a digital which in turn is used to
estimate the transmitted symbols as

ŝHY = WH
Dx, (2.8)

where WD ∈ CNRF×K is the digital combiner.

2.5 Conclusion

In this chapter, we presented background study and literature review on the main topic
of this thesis, i.e., hybrid beamforming for mmWave massive-MIMO communications. We
first covered the basics of massive-MIMO mmWave communications while discussing the
distinctive features and advantages of mmWave spectrum. We then reviewed the applica-
tions of massive-MIMO mmWave systems. Moreover, we presented a brief literature survey
of the key technologies studied in this thesis. Finally, we presented system model of FD
and HBF massive-MIMO mmWave systems. In the next two chapters, which constitute
the firs part of the thesis, we explore the design of hybrid A/D transmitter with minimum
number of RF chain.
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Part I

Hybrid A/D Precoding
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Chapter 3

Massive-MIMO Transmitter with
Hybrid A/D Architecture

In this Chapter1, the minimum number of required RF chains for realizing a given FDP with
the HBF architecture is investigated from a new perspective. First, in order to take full
advantage of the digital domain, an extended system formulation of the hybrid structure
is presented in which the digital precoder is taken from an abstract transformation space.
Then, a constrained optimization problem is formulated, where the aim is to minimize
the number of RF chains subject to an equality constraint on the multi-stream FDP and
HBF outputs. We show that non-unique optimum solutions exist for only two RF chains.
Based on this result, we further develop a single RF chain design. The implementation of
the latter does not require extra hardware or computational complexity. We compare the
proposed HBF design to recent works that require larger number of RF chains and demon-
strate that significant improvement in performance can be achieved over direct HBF design.

1Parts of the work presented in this chapter have been patented, presented and published in [72–74]:

• A. Morsali, A. Haghighat, and B. Champagne, “Efficient Implementation of Hybrid Beamform-
ing,” U.S. Patent, 10,790,889, issued September 29, 2020.

• A. Morsali, A. Haghighat, and B. Champagne, “Realizing Fully Digital Precoders in Hybrid A/D
Architecture with Minimum Number of RF Chains,” IEEE Commun. Lett., vol. 21, no. 10, pp.
2310-2313, Oct. 2017.

• A. Morsali and B. Champagne, “Single RF Chain Hybrid Analog/Digital Beamforming for mmWave
Massive-MIMO, ” in Proc IEEE Global Conf. Signal Inf. Process. (GlobalSIP). Ottawa, ON,
Canada, 2019.
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3.1 Introduction

Massive-MIMO empowered by mmWave technology is emerging as a strong candidate for
5G and future wireless systems. Precoding is undoubtedly a fundamental and powerful
technique in the design of MIMO systems. In massive-MIMO, precoding plays a more
critical role due to the severe path loss affecting mmWave communications. However,
because of the very large number of antennas in massive-MIMO systems, the conventional
implementation of FDPs is not efficient. Indeed, FDP-based techniques require the use
of one RF chain per antenna element, which increases the overall system cost and power
consumption.

Recently, HBF have attracted considerable interest as a practical solution to this prob-
lem. Indeed, by cascading an analog (RF) precoder after the baseband digital precoder,
it is possible to reduce the number of required RF chains. In [16], the first attempt was
made to realize any FDP by means of the HBF structure with two RF chains for the case
of a single data stream, i.e., one symbol per transmission. In [22, 23] multi-stream hybrid
designs were presented in which the number of RF chains must be set equal to the number
of symbols per transmission.

The HBF has an intricate structure where the entries of the RF precoder matrix satisfy
constant modulus constraint (i.e., phase-shifters). Since the ensuing precoder optimization
is non-convex, many works have alternatively focused on designing HBF directly using
heuristic iterative algorithms or reconstruction algorithms [28,75]. In recent years, several
optimization techniques have been introduced to directly design the analog and digital
beamforming matrices of an HBF system [17,25,26].

Since for any HBF, there exists an equivalent FDP, HBF cannot improve FDP. Moreover,
FDPs have been studied for a long time and optimal designs for various scenarios already
exist. In this chapter, motivated by these considerations, we focus on realizing any given
FDP with the HBF architecture while minimizing the required number of RF chains. To
this end, we first introduce a generalized system model where the baseband digital precoder
is viewed as an abstract transformation. Then, we formulate a constrained optimization
problem to minimize the number of required RF chains such that the FDP and HBF outputs
are equal. We show that feasible optimum solutions exist for only two RF chains; however,
optimal solutions are not unique, which allows for freedom in design. Based on the optimum
solution so obtained, we then propose a simple yet novel HBF design for the realization of
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Fig. 3.1: Block diagram of the transmitter modules.

any given FDP with single RF chain architecture (SRCA), which does not require extra
hardware or computational complexity in its implementation. We further propose three
HBF schemes which facilitate the practical implementation of the SRCA concept. While
these designs can be employed for the realization of various FD techniques, our discussions
focus on the optimal precoding for single-user and multi-user MIMO scenarios. Finally,
we compare the proposed HBF design to recent works that require a larger number of RF
chains and show that significant performance improvement can be achieved by realizing
FDP with the proposed HBF architecture.

3.2 System Model

Consider a generic massive-MIMO transmitter with NT antennas and NRF RF chains.
Within each transmission (time slot), there are K users to be served and for each user, D
symbols are transmitted.

Let si = [si,1, si,2, ..., si,D]T be the symbol vector of the ith user, where si,j is taken
from a discrete constellation A (such as M-QAM or M-PSK). Hence, the symbol vector
s = [sT1 , s

T
2 , ..., s

T
K ]T ∈ ANs , where Ns = DK, must be precoded and then transmitted.

As shown in Fig. 3.1 which depicts the block diagram of the transmitter, vector s is first
processed by a baseband digital precoder whose output vector is denoted as xBB ∈ CNRF .
Then, NRF parallel RF chains are used to convert the baseband digital vector signal xBB

into the bandpass modulated RF vector signal xRF(t). The latter is next fed to the analog
precoder which consists of relatively simple RF circuitry. The resulting output signal xT(t)

is then transmitted by means of an antenna array. Since the notation of analog signals adds
unnecessary complication, in the sequel we let xRF ∈ CNRF and xT ∈ CNT represent the
baseband sampled version of the analog signals xRF(t) and xT(t), respectively, and drop the
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Fig. 3.2: Massive-MIMO transmitter with FD architecture.

time dependence without loss of generality (see also [21]). This mathematical abstraction
allows us to identify the baseband vector xBB with its RF counterpart xRF, as they contain
the same information.

3.3 Generalized Precoder Architecture

In this section, first the conventional baseband FDP system and then the generalized ar-
chitecture of HBF are presented.

Fig. 3.2 illustrates a conventional FDP where each antenna element is directly connected
to an RF chain, so that NRF = NT . Thus, the transmitted signal of each antenna element
can be processed and controlled by the digital baseband processor. Hence, RF precoding
is not required and we can write: xFD

T = xFD
RF = xFD

BB ∈ CNT .
Letting PFD ∈ CNT×Ns denote the digital precoder matrix, the output of the FDP can

be written as [21],

xFD
T = PFDs. (3.1)

Fig. 3.3 illustrates a massive-MIMO transmitter with an HBF implementation. In this
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Fig. 3.3: Massive-MIMO transmitter with hybrid architecture.

case, due to inherent feature of an HBF design, we have that NRF � NT . In this work, we
consider a general framework in which the output of the digital baseband processor can be
written as,

xHY
BB = P(s) ∈ CNRF . (3.2)

where P : ANs → CNRF is a mapping from the given symbol vector s to desired output
xHY
BB . This is in contrast to the previous works in the literature, e.g. [16, 21–23, 57], where

the digital precoder is limited to a linear transformation, i.e.,

P(s) = PDs, (3.3)

where PD ∈ CNRF×Ns is a digital precoder matrix with NRF ≥ Ns.
Comparing (3.1) and (3.3), we note an important difference between matrices PFD and

PD: while the former represents the NT×Ns precoder for FDP where NRF = NT , the latter
represents the NRF × Ns digital precoder for HBF with Ns ≤ NRF � NT . The output of
the analog processing module can be written as,

xHY
T = PAxHY

RF , (3.4)
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where matrix PA ∈ CNT×NRF represents a linear transformation implemented via RF cir-
cuitry. Therefore, the overall input-output relationship of the system is

xHY
T = PAP(s). (3.5)

It can be observed from Fig. 3.3 that in the adopted baseband notation, xHY
RF = xHY

BB ∈ CNRF

since the digital and analog modules are connected via NRF dedicated RF chains. The
analog precoding is performed in the RF domain via analog circuitry. Specifically, the
analog precoder for mmWave massive-MIMO communications only consists of phase shifters
and adders.

In the HSP literature [16,21–23,57], entries of analog precoder matrix PA are constrained
to have equal magnitude, where in [57] further practical power constraints are discussed.
For simplicity, we assume that these entries all have unit norm. However, for any other given
magnitude constraint κ > 0, as dictated by practical RF considerations, the RF precoder
matrix PA and baseband digital output vector xHY

BB designed with the proposed approach
can be scaled by κ and 1/κ respectively, while maintaining the same overall analog output.
Thus, without loss of generality, we model the analog precoder as a linear transformation,
represented by matrix PA ∈ UNT×NRF where U is the set of complex number with unit
norm:

U = {z ∈ C : |z| = 1}. (3.6)

Using this information, the output of the analog precoder can be expressed as,

xHY
T = PAxHY

RF . (3.7)

Hence, from (3.2) and (3.7), the output of the generalized HBF can be written as,

xHY
T = PAP(s). (3.8)

From (3.3) and (3.8), we observe that the conventional hybrid structure in [16,21–23,57] is
a special case of (3.8) and has the following form:

xHY
T = PAPD s. (3.9)
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3.4 Realizing FDP in HBF architecture

In the recent literature, based on the model in (3.9), the HBF design problem is reduced
to the design of the matrix factors PA and PD. Consequently, for a given symbol vector s,
the effective precoder determines the output of the HBF:

xHY
T = Peff s = PAPD s. (3.10)

Hence, designing PA and PD such that Peff = PFD, where PFD is the given FDP, under
the constraint NRF � NT is the main goal in [16, 22, 23]. Extending the design of [16]
to multi-stream results in utilizing NRF = 2Ns RF chains for realizing any FD precoder
in hybrid structure. In [23] and [22], realizations of any FDP in hybrid architecture with
NRF = Ns RF chains are proposed.

Here, we investigate the minimum number of required RF chains for realizing any
FDP in hybrid structure. To this end, we use the generalized digital baseband precod-
ing model (3.2) and seek to realize the underlying given FDP by means of the proposed
generalized HBF structure, that is,

PAP(s) = PFD s. (3.11)

Accordingly, we formulate the following optimization problem for minimizing the num-
ber of RF chains while realizing any arbitrary FDP PFD with HBF:

min
PA,P(.)

NRF (3.12a)

subject to PAP(s) = PFD s (3.12b)

PA ∈ UNT×NRF (3.12c)

This optimization is clearly not convex as U is a non-convex set as shown in (3.6);
moreover, the generality of P makes it difficult to solve this problem. To overcome this
limitation, we first replace P(s) by the auxiliary signal xHY

BB in (3.2) and then solve the
problem for xHY

BB for the given s. Subsequently, we shall seek P such that P(s) = xHY
BB .

Hence, we have,
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min
PA,x

HY
BB

NRF (3.13a)

subject to PAxHY
BB = PFD s (3.13b)

PA ∈ UNT×NRF (3.13c)

which means minimizing NRF while finding RF precoder PA and vector xHY
BB (3.2) such

that PAxHY
BB = PFDs. The existence of a solution to this problem is asserted by Theorem

1 below, whose proof relies on the following lemma [16,22,23].

Lemma 3.1. For positive real numbers β1 and β2, any complex number z where |β1−β2| ≤
|z| ≤ |β1 + β2| can be written as: z = β1e

jθ1 + β2e
jθ2 where θ1, θ2 ∈ [0, 2π] and θ1, θ2 might

be non-unique.

Proof. Different proofs have been presented in [16, 22, 23]. Here we present an alternative
proof. We first show that for positive real numbers β1 and β2, the set

{w = β1e
θ1 + β2e

θ2 | θ1, θ2 ∈ [0, 2π)} (3.14)

spans an annulus in the complex plane delimited by circles with radii r1 = |β1 − β2| and
r2 = |β1 +β2| as illustrated in Fig. 3.4. With simple manipulations we can write w in polar
form, i.e., w = rejθ where,

r =
√
β2

1 + β2
2 + 2β1β2 cos (θ1 + θ2) (3.15a)

θ =angle(β1 sin θ1 + β2 sin θ2, β1 cos θ1 + β2 cos θ2). (3.15b)

For fixed β1 and β2, it can be observed from (3.15a) that by varying θ1 and θ2 from 0 to
2π, values of r will cover the range [r1, r2] while θ will cover the range [0, 2pi). Hence the
transformation in (3.14) establishes a subjective map from [0, 2π]2 onto the above annulus,
as illustrated by the shaded area in Fig. 3.4. Hence, any point in the complex plane with
absolute value between |β1 − β2| and |β1 + β2| can be presentation as: z = β1e

θ1 + β2e
θ2 ,

although the representation is in general not unique.

From Lemma 3.1, we can see that for any z ∈
[
|β1−β2|, |β1 +β2|

]
, θ1, θ2 are not unique
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and different solutions have been presented in [16,22,23]. Nevertheless, it means that there
exist degrees of freedom for designing PA and xHY

BB .

Theorem 3.1. There exist non-unique solutions for PA and xHY
BB which minimize (3.13)

with optimum objective function value NRF = 2.

Proof. Since NRF ∈ {1, 2, 3, . . . } is a natural number, in order to solve (3.13), we can take
the simple approach of starting from the least possible value for NRF and show whether
the constraints can be satisfied or not; if not, we move on to the next number and so on
until the constraints are satisfied. As PFD and s are given, the right hand side of (3.13b),
i.e., xFD

T = PFDs in (3.1), is an arbitrary complex vector of size NT .

NRF = 1:

In this case, PA is a vector of size NT in UNT×1 and xHY
BB is a complex scalar. Since PA has

unit modulus entries, PAxHY
BB would be a vector of size NT where all the entries have the

same magnitude. Therefore, because xFD
T is an arbitrary complex vector, PAxHY

BB = xFD
T

is not generally satisfied. Thus, NRF = 1 is not the minimum of (3.13) under the given
constraints.
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NRF = 2:

Let xi = |xi|ejϑi denote the polar representation of the ith entry of the vector xFD
T . De-

fine |x|min and |x|max as the minimum and maximum values of |xi| for i = 1, . . . , NT ,
respectively. In the case NRF = 2, PA and xHY

BB can be explicitly written as,

PA =

[
ejφ1,1 ejφ2,1 . . . ejφNT ,1

ejφ1,2 ejφ2,2 . . . ejφNT ,2

]T
(3.16a)

xHY
BB =

[
α1 α2

]T
. (3.16b)

From Lemma 3.1, there exist non-unique angles φi,1 and φi,2 such that,

xi = α1e
jφi,1 + α2e

jφi,1 , (3.17)

where α1 and α2 are positive real numbers satisfying,

|α1 − α2| ≤ |x|min and |x|max ≤ |α1 + α2|. (3.18)

Thus, in the case NRF = 2, we have shown that for any given vector s and FDP matrix
PFD, there exist optimal solutions for PA (3.16a) and xHY

BB (3.16b) such that the constraint
PAxHY

BB = PFD s is satisfied.

Theorem 3.1 indicates that in order to realize an arbitrary FDP with an HBF architec-
ture, each antenna requires only two phase shifters and therefore only two RF chains are
needed to provide xHY

BB = [α1, α2]T to the two sets of phase shifters. That is α1 is connected
to the phase shifters of PA’s first column and α2 to the second column. From Lemma 3.1,
however, we can see that the optimal solutions for PA and xHY

BB are not unique and there
exists degrees of freedom for designing PA and xHY

BB . In particular, if there exists an optimal
solution where α1 = α2 = α, i.e., xHY

BB = [α, α]T , then, only one RF chain is sufficient to
realize any FDP in the HBF system, as depicted in Fig. 3.5. In the following theorem, an
optimal solution of (3.13) is presented under the constraint α1 = α2 which leads to a novel
HBF design with a single RF chain.

Theorem 3.2. Any FDP can be realized by a single RF chain HBF as shown in Fig. 3.5
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Fig. 3.5: HBF with single RF chain.

with the following parameters:

α ≥ 1

2
|x|max (3.19a)

φi,1 = ϑi − cos−1
( |xi|

2α

)
(3.19b)

φi,2 = ϑi + cos−1
( |xi|

2α

)
. (3.19c)

Proof. For α ≥ 1
2
|x|max, setting α1 = α2 = α satisfies the necessary condition (3.18)

because |x|min ≥ |α1−α2| = 0 and |x|max ≤ |α1 +α2| = 2α. Also, since 0 ≤ |x|max ≤ 2α, it
follows that the argument of the cos−1 functions in (3.19b) and (3.19c) satisfies 0 ≤ |xi|

2α
≤

1. Under this condition, using the principal value of cos−1 in [0, π/2], it can be verified
through algebraic manipulations that the representation (3.17) is satisfied for every xi, with
i = 1, . . . , NT .

From Theorem 3.2, one can infer that any complex number x can be written as: x =

α(ejφ1 + ejφ2) for some α ≥ 1
2
|x|, which provides a generalization of Theorem 1 in [23].

The only problem left for realizing any FDP in HBF architecture with minimum NRF

is to find a mapping P such that P(s) = xHY
BB which at first, might seem to be a challenging

task. However, since our design requires only one RF chain and, more importantly, the
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Algorithm 1 Realizing any FDP in HBF

Given: s, PFD

Output: xHY
T

1. Calculate the desired transmit signal by: xFD
T = PFD s.

2. Choose α as (3.19a).
3. Set PA in (3.16a) using (3.19b) and (3.19c).
4. Feed α to the RF chain.
Note: The output of the HBF, i.e., xHY

T , is identical to xFD
T .

output of the baseband digital processing module is already determined, i.e., the positive
number α, this problem can be solved by taking advantage of the digital processing. In
other words, since we know the desired output of P(s), it is not necessary to implement
the mapping P(.) and then apply it on s to obtain xHY

BB which is available from the solution
of (3.13). In effect, we simply define P(.) as

P : s 7→ xHY
BB (3.20)

Algorithm 1 summarizes our proposed SRCA design for realizing any FDP in HBF with
a single RF chain, i.e., SRCA. Note that, since s and xHY

BB are given, the function P is
well defined with input of s and corresponding image of xHY

BB . Now, one can see that
generalizing PD to P(.) did not result in more complicated transformation; actually, P(.)

is simply represents the produce desired xHY
BB which is required in (3.13).

3.4.1 Implementation Aspects

Except for its reduced number of RF chains, the proposed scheme is characterized by an
HBF architecture similar to [16,21–23,57,76,77]. However, certain important considerations
need to be taken into account for its practical implementation as explained below.

RF precoder update rate: In a conventional HBF system, to allow for accurate tracking
of the wireless channel conditions, the RF precoder coefficients are updated according to the
channel coherence time, Tc. In the proposed scheme however, the RF precoder coefficients
are also affected by the transmit symbol vector s and as such, they must be updated
according to the symbol duration Ts. Since Ts < Tc in slowly-varying channels, this means
that in this case, the RF precoder needs be updated at a higher rate, i.e., by a factor Tc/Ts.
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However, recent advances in RF semiconductor and mmWave hardware [76,77] suggest that
it will be possible to accommodate such requirements in near future. Alternatively, at the
price of increasing latency, the update rate of the RF precoder can be reduced by increasing
the symbol duration Ts, i.e. the length of the symbol vector.

Computational complexity: The proposed HBF design does not introduce any major
additional complexity. Compared to conventional HBF methods, only the digital baseband
processing is modified and extended, while the RF processing has been much simplified
through reduction of the number of RF chains. There is also no major computational
burden introduced to the digital processing module. For a chosen FDP method, our pro-
posed design provides its HBF realization in two phases. Every Tc, the desired FDP matrix
must be calculated according to the selected algorithm, which is also the case for other
HBF methods [22, 23]. Since FDP techniques usually admit closed form solutions, less
computational complexity is required compared with iterative HBF designs. For instance,
the optimal eigenmode transmission FDP can be obtained via singular value decomposition
and water filling power allocation, whereas the direct HBF designs in [21,22] are based on
iterative algorithms where complex calculations are performed in each iteration, while the
required number of iterations itself varies. Having designed the FDP matrix, within each
Ts, a new symbol vector must be precoded. To this end, the HBF designs in [21–23] require
calculations with complexity order of O(NRFNs). In our design, step 1 of the algorithm
is a simple matrix multiplication with complexity order O(NTNs) while from (3.16) and
(3.19), the second and thirds steps only require O(NT ) complex operations or function eval-
uations. Thus the overall complexity order is dominated by the first step. However, this
only represents a small fraction of the total computations needed for the FDP calculation
or HBF design in iterative approaches [21,22]. The calculation of the FDP matrix PFD by
water filling requires singular value decomposition whereas the hybrid designs in [21, 22]
are based on iterative algorithms which have much higher complexity order required for
FDP calculation.

Digital mapping P: Although the digital processing is extended to the mapping P(s)

in (3.2), as opposed to the linear transformation PDs, the realization of the proposed
HBF scheme is similar to the conventional HBF ones because we neither need to implement
the mapping nor calculate it. As shown in Algorithm 1, first the desired precoded signal
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Fig. 3.6: Block diagram of the SM(x, α) module.

xFD
T is computed, and then α is determined and assigned as the output of the digital domain

processor to drive the RF precoder. In fact, since the desired output of P(s) is already
calculated, i.e., xHY

BB , we do not need to implement the nonlinear mapping P nor apply
it on s to obtain xHY

BB . In other words, there is no need for implementation of non-linear
mapping.

Number of served users: Since increasing the number of RF chains may not be fea-
sible in an already deployed system, the number of precoded symbols per transmission in
conventional HBF-based systems [16, 21–23, 57] is limited by NRF (i.e., Ns ≤ NRF ), which
makes a direct migration of such system to massive-MIMO unlikely. In contrast, migration
of a system based on the proposed scheme does not require any change on the RF chain;
only the RF precoder needs to be expanded according to NT since the proposed HBF does
not limit the number of precoded symbols per transmission.



3 Massive-MIMO Transmitter with Hybrid A/D Architecture 36

Digital 

Processing
RF Chain

s1 

s2 

sK 

𝛼 

 

 

 

𝒮𝑁𝑇

𝑞
(xT
HY,𝛼) 

𝒮𝑁𝑇

2 (xT
HY,𝛼) 

𝒮𝑁𝑇

1 (xT
HY,𝛼) 

xT
HY 

NT 

Fig. 3.7: SRCA with phase-shifter bank.

3.5 HBF Schemes Based on SRCA

The SRCA developed in the previous section enables us to generate any desired signal
vector x of size M in the RF domain with one RF chain. Let us first introduce SM(x, α)

as a primary building block, shown in Fig. 3.6, which can be configured to generate a given
signal x in this way. In what follows, three additional HBF schemes are presented based
on the SM(x, α) module. For the single user case, we further let D = 1, i,e,. Ns = K for
simplicity.

3.5.1 Phase-Shifter Bank

As discussed earlier, direct implementation of SRCA for realizing FDP realization requires
analog precoder to be updated at each symbol period Ts. In certain systems however,
meeting this requirement may be difficult; hence, we present the following alternative design
based on phase-shifter banks. Assuming the minimum update period of the chosen phase-
shifter is Tp, this architecture requires a phase-shifter bank of size q ≥ dTp

Ts
e, as shown

in Fig. 3.7. Specifically, the output of the RF chain is connected to an analog switch
(multiplexer) which selects each of the analog precoder in turn. In the same way, each
antenna is connected to an analog switch which selects the active analog precoder. The
switches are synchronized, i.e., operate simultaneously, and are controlled by the digital
processor. Assuming the q consecutive symbol vectors are precoded to obtain the desired
output signals x1

T,x
2
T, ...,x

q
T, each vector xiT for i = {1, 2, ..., q} is then used in turn to

configure SiM(x, α) based on the SRCA and the multiplexers are then switched to state i to
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transmit the precoded signal. The step-by-step FDP realization by the phase-shifter bank
scheme can be summarized as follows:

• Calculate the desired transmit signal by: xFD
T = PFD si.

• Choose α as in (3.19a).

• Set SiNT (x, α) using (3.19).

• Feed α to the RF chain.

• Set all switches to the ith position

Note that this scheme does not require the use of additional memory or delay as each
symbol vector is precoded and transmitted immediately. Furthermore, since there are
q ≥ dTp

Ts
e RF blocks available, adequate time is available to update the ith block when it

needs to be reconfigured.
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3.5.2 Analog Constellation

To realize a given FDP in HBF, the output of the hybrid beamformer must be equal to the
output of the FDP, i.e.,

xHY
T = PFDs, (3.21)

where s = [s1, s2, ..., sNs ]
T . Let us express the FDP matrix as,

PFD = [p1,p2, ...,pNS ], (3.22)

where pj denote the j-th column of the precoder matrix. By vectorizing PFD as

p = [p1T ,p2T , ...,pNS
T

]T , (3.23)

and defining
S = [s1INT , s2INT , ..., sNsINT ] ∈ CNT×NTNs , (3.24)

(3.21) can be also written as
xHY
T = Sp. (3.25)

Using SRCA, vector p can be generated by one RF chain and matrix S can be implemented
by analog constellation (AC) blocks as illustrated in Fig. 3.8. The AC blocks are designed
based on the constellation (such as QAM or PSK) and are comprised of a switch and fixed
phase-shifters and gains, as shown in Fig. 3.8. For instance, it can be observed that BPSK
only requires a single switch and a phase-shifter which is just a negative sign. Step-by-step
FDP realization by means of AC can be summarized as follows:

• Construct S from (3.24).

• Update all AC modules according to S.

• Calculate PFD and construct p from (3.23).

• Set SM(p, α) using (3.19).



3 Massive-MIMO Transmitter with Hybrid A/D Architecture 39

Digital 

Processing
RF Chain

s1 

s2 

sK 

𝛼 

𝒮𝑁𝑇𝑁𝑠
(p,𝛼) 

xT
HY 

NT 

𝑝1 

𝑝2 

𝑝𝑁𝑠  

AC

𝑠2 

𝑠1 

𝑠𝑁𝑠  

AC

AC

Fig. 3.9: SRCA with analog constellation.

3.5.3 Hybrid Beamformer with RF Multiplier

Using RF multipliers, we present a new architecture for HBF which relaxes the unit modulus
constraints of the analog precoder. RF multipliers are not useful in conventional FDP and
even HBF designs because the implementation of conventional FDP with RF multipliers
requires more RF chains than baseband FDP, i.e., (NT+1)K RF chains. However, using RF
multipliers in SRCA simplifies the RF precoder design. We introduce a general architecture
which can be used for designing various hybrid signal processing systems. This technique
also relaxes the unit modulus constraint of analog precoders. Fig. 3.10 illustrates the system
architecture for this technique.

The output of the system is,
xHY
T = PHYxHY

RF (3.26)

where xHY
RF is the output of RF chains and,

PHY = [p1
HY,p

2
HY, ...,p

NS
HY] ∈ CNT×NRF , (3.27)

is the new analog precoder. By vectorizing the matrix PHY , we have,

pHY = [p1
HY

T
,p2

HY
T
, ...,pNsHY

T
]T , (3.28)

which can be generated using SRCA. Thus we can set PHY = PFD and xHY
RF = s. However,
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Fig. 3.10: SRCA with RF multipliers.

more sophisticated optimizations and/or decompositions can be used to minimize the num-
ber of RF chains. Step-by-step FDP realization SRCA scheme with RF multipliers can be
summarized as follows:

• Feed symbol vector s to RF chains number 1 to K.

• Calculate PFD and construct PHY from (3.28).

• Setup SNT (PHY , α) using (3.19).

• Feed α to RF chain number K + 1 to drive SNT (PHY , α)

Comparison of the proposed SRCA techniques: The conventional hybrid architec-
ture was particularly designed for beamforming and cannot generally achieve the perfor-
mance of FD systems. However, the proposed SRCA techniques are purposefully designed
to generate any desired signal by the means of the large scale antenna array. Therefore,
the applications are not limited to beamforming and other wireless transmission and signal
processing techniques can be implemented in hybrid architecture with reduced number of
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RF chains, including FD channel estimation (CE), and space-time coding (STC). Table 3.1
compares the schemes proposed in this subsection, the FD system and the existing hybrid
structures in terms of number of RF chain, phase-shifter update rate, and possible appli-
cations. While the proposed schemes achieve the performance of FD systems, the required
number of RF chains is smaller than existing hybrid structures.

3.5.4 HBF Design for Single-User and Multi-User

In this section, we illustrate the application of the proposed SRCA schemes by considering
specific design approaches for the FDP in both single-user and multi-user scenarios. Using
these schemes, however, it is possible to realize any given FDP regardless of the particular
design criteria being used for obtaining the corresponding precoder matrix.

Single-User: In what follows, we use spectral efficiency as a criterion to design the
precoder. In order to maximize the spectral efficiency of a point-to-point MIMO link, the
optimal FD precoder and combiner matrices can be obtained from,

max
W,Psu

log2(|IK |+
ρ

K
R−1
n WHHsuPsuP

H
suH

HW) (3.29a)

subject to Tr(PsuP
H
su) ≤PT , (3.29b)

where PT is the power budget at the transmitter, Hsu is the mmWave MIMO channel
matrix, Psu and W are precoder and combiner matrices and Rn = WHW. Then, the
optimal solution can be calculated [10] using the singular value decomposition of Hsu, i.e.,

Hsu = UsuΣsuVsu
H , (3.30)

as,
Psu = VsuW, (3.31)

where the matrix W is obtained using water-filling technique [10].
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Table 3.1: Comparison of different structures

- NRF PS update Applications
Phase-shifter bank 1 Tp BF, STC, CE
Analog constellation 1 Tc BF
SRCA with multiplier 2 to K + 1 Tc BF,STC,CE

Fully digital NT - BF,STC,CE
Existing hybrid designs K to NT Tc BF

Multi-User: In the case of single antenna MU, the optimal precoder is calculated using
the ergodic sum-rate,

max
Pmu

K∑
k=1

log2(1 + SINRk) (3.32a)

subject to SINRk =
|hkPmuk |2∑

m6=k|hkPmuk |2 + 1
ρ

, (3.32b)

where Pmuk is the beamforming vector of the kth user and consequently, kth column of
beamforming matrix Pmu. Moreover, hk is the channel vector between the kth user and
the BS; thus, the channel matrix seen by the BS can be written as,

Hmu = [h1,h2, ...,hK ]. (3.33)

The zero-force (ZF) beamforming with optimal power allocation is given by

Pmu = Hmu(HmuH
H
mu)

−1Γ
1
2 , (3.34)

where Γ is the diagonal weight matrix obtained by water-filling.

Conventional HBF and SRCA HBF: In conventional hybrid structures, the following
constraints are added to all of the above optimization problems:

P = PAPD (3.35a)

PA ∈ UNT×NRF , (3.35b)
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Fig. 3.11: BER versus SNR for different methods.

which makes the ensuing problems non-convex and therefore very difficult to solve. The
proposed schemes, on the other hand, are all capable of realizing any given FD precoding
scheme. For the optimal precoding, we first need to design the optimal precoders using
(3.31) and (3.34) for SU and MU, respectively. Then, as discussed earlier, the proposed
schemes can be accordingly configured to achieve the performance of FD systems. In the
next section, we present computer simulations to illustrate the performance of the proposed
schemes compared to recent HBF designs.

3.6 Simulation Results

In this section, simulation results are presented first for the SRCA developed in Section 3.4,
and subsequently for the three SRCA-based schemes introduced in Section 3.5.
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Fig. 3.12: BER versus SNR for FD precoding and our design in a 64×8 massive-MIMO sys-
tem.

Single RF chain HBF: Since the proposed HBF design can realize any FDP, it exhibits
a similar performance as other methods for realizing FDP in HBF, i.e., [16,22,23] but with
only a smaller required number of RF chains. For example, while our design requires a
single RF chain, the multi-stream extension of ZHFDR [16] needs 2Ns RF chains, and the
hybrid designs in [22, 23] require Ns RF chains. Here, we present simulation results to
compare the performance of the proposed HBF realization against the optimal baseband
FDP, HBF realizations of this FDP based on [22] called SOFDR, and the direct HBF design
in [22] called SOHBF. For the benchmark baseband FDP, the standard waterfilling based
eigenmode transmission is used which achieves the optimal spectral efficiency. The direct
HBF design in [22], however, separates the digital and analog precoder design in order to
maximize the spectral efficiency, and utilizes an iterative optimization algorithm to find
the optimal analog precoder.

In our simulations, we consider a similar set up as [22], that is: 64×8 massive-MIMO sys-
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tem with an L = 15 paths directional vector channel model. At the receiver, fully digital
decoding (combining) is used for all the methods. Fig. 3.11 shows the bit error rate (BER)
performance versus signal-to-noise ratio (SNR) of the different methods for Ns = 8 symbols
and 16-QAM modulation. It is observed that the optimal baseband FDP and consequently,
the corresponding HBF realizations (including the proposed design) outperform the direct
HBF design in [22]. Fig. 3.11 also illustrates that the proposed HBF design perfectly
matches the performance of the other HBF realizations of FDP as well as the baseband
FDP. While FDP implementation needs 64 RF chains, our design require 1 RF chain,
FDP realization in [16] and [22] need 16 and 8 RF chains, respectively, and direct HBF de-
sign in [22] utilizes NRF = 8 RF chains. The optimal FDP is chosen as in [22] and exhibit
a considerable gain over the hybrid design from the same reference. As expected, all the
hybrid FDP realization techniques including the proposed design has exactly identical per-
formance to FDP. Finally, in order to compare the complexity of different methods, runtime
of simulated algorithms with the same computer are presented in Table 3.2.

Hybrid Schemes Based on SRCA: Here, simulation results are presented for the three
SRCA-based hybrid designs in Section 3.5. We perform simulations for a massive-MIMO BS
equipped with NT = 64 antennas with uniform linear configuration, located at the centre
of a single-cell wireless system for both SU and MU cases.

For the SU scenario, 4-QAM constellation is used along with the channel model for
mmWave massive-MIMO with sparse scattering environments as in [22,26,74]. For UE with
NT = 8 transmit antennas, K = 8 symbols per transmission, Fig. 3.12 depicts the BER
performance versus SNR (SNR=PT ) for FD scheme described in section 3.5.4, our three
proposed SRCA schemes in Section 3.5, and the hybrid robust design in [26] called MOHBF.
Our schemes match the performance of FD beamforming, and outperform MOHBF by more

Tc-Calculations Ts-Calculations

Direct design [22] SOHBF 0.6911 1.8221e-05
FDP realization [22] SOFDR 0.0011 1.5301e-05
Proposed FDP realization 8.8858e-04 1.4921e-04

Table 3.2: Runtime of Tc and Ts-calculations in seconds.
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Fig. 3.13: BER versus SNR for FD precoder and our design in a MU setup with a 64
massive-MIMO BS.

than 3 dB for instance at BER 10−4.
For the multi-user case, 4-QAM constellation along with the independent multipath

channel model in [27] is used. We compared our proposed scheme with the hybrid design
in [27], called LIHBF, as well as the FD beamforming scheme presented in Section 3.5.4. For
K = 8 single-antenna users, and independent mmWave channels with Lk = 10, Figs. 3.13
illustrates the BER performance versus SNR. It can be observed that our scheme has a
margin of more than 2 dB to the hybrid design in [27] while achieving the same performance
as FD precoding.

3.7 Conclusion

We provided a solution for an efficient implementation of HBF for massive-MIMO systems.
The proposed design requires a minimum number of RF chains while matching the perfor-
mance of optimal baseband FDP. First, we presented the generalized system formulation of
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the hybrid architecture. Then, we minimized the number of RF chains such that any given
FDP can be realized in the extended HBF architecture. Based on the obtained optimum so-
lutions, we then presented our hybrid design for realizing any FDP in the HBF architecture
with a single RF chain, referred to as SRCA. We then proposed three novel SRCA-based
beamformer schemes to overcome certain limitations of the original SRCA while achieving
the performance of FD systems. Moreover, the applications of these systems for optimal
precoding in both SU and MU cases were studied. The presented simulation results verify
that the proposed single RF chain hybrid design outperforms a direct HBF design scheme
and can actually achieve the same performance as the optimal baseband FDP. In the next
chapter, we extend our design to wide-band systems.
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Chapter 4

Realizing Wide-Band FD Precoding
with Hybrid A/D Architecture

In this chapter1, we explore the minimum required number of RF chains for realizing FD
MIMO-OFDM beamforming with hybrid architecture. After presenting the MIMO-OFDM
system model for FD and HBF, we focus on extending our proposed HBF design form the
previous chapter to wide-band systems, as the adaptation of these designs to wide-band is
not trivial and there is also a trade-off between the system bandwidth and the number of
RF chains. Finally, simulation results are presented to compare the waveform and BER
performance of FD beamforming and the proposed HBF.

4.1 Introduction

In this chapter, we develop a hybrid design for realizing FD precoding with minimum
number of RF chains in case of wide-band wireless channels. Frequency selectivity is the
main issue in this case as it can cause severe inter-symbol interference (ISI). Interference
cancellation techniques have been studied for many years; however, in addition to the very

1Parts of the work presented in this chapter have been patented and presented in [72,78]:

• A. Morsali, A. Haghighat, and B. Champagne, “Efficient Implementation of Hybrid Beamform-
ing,” U.S. Patent, 10,790,889, issued September 29, 2020.

• A. Morsali and B. Champagne, “Achieving Fully-Digital Performance by Hybrid Analog/Digital
Beamforming in Wide-Band Massive-MIMO Systems,” in Proc. IEEE Int. Conf. Acoust., Speech
Signal Process. (ICASSP), Barcelona, Spain, 2020, pp. 5125-5129.
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complex calculations, the performance of these techniques is not acceptable for modern
systems. Alternatively, it was shown in [79] that by increasing the symbol duration, ISI
can be mitigated. This idea is elegantly used in OFDM by dividing the wide-band channel
into many narrow-band sub-channels while increasing the symbol period to maintain the
data rate [80–82]. OFDM is a time-limited version of multi carrier (MC) modulation which
was first introduced in [81], but MC can further be traced back to the 1960s [83,84]. OFDM
is widely used in communication systems, from digital subscriber lines [85] to space-time-
frequency coding [86].

Since the advent of OFDM, many other MC modulation techniques have been pro-
posed. There are a few versions of OFDM such as filtered-OFDM and windowed-OFDM.
Besides, filter bank MC (FBMC) systems have been conceived based on polyphase filter
bank analysis [87]. Circular shifted filters are used in generalized frequency devision mul-
tiplexing (GFDM) to reduce the out-of-block leakage [88]. In [89], the concept of universal
filtered MC (UFMC) was introduced which performs OFDM on a smaller number of fre-
quency tones and then combines them by means of shifted prototype filters. Recently,
non-orthogonal multiple access (NOMA) has also attracted much attention for 5G, but
this scheme falls the scope of our research [90, 91]. Although in this chapter we focus on
OFDM, the same approach and guidelines can be used for extending the proposed hybrid
design to other MC techniques.

In the OFDM-based hybrid A/D structure, the subcarrier can use different digital pre-
coders but must share a common RF precoder. Consequently, designing hybrid precoders is
more complicated than in the narrow-band scenario. Compared to narrow-band HBF, only
a limited number of studies have been published on MIMO-OFDM HBF in the literature,
some of which are reviewed in what follows.

A wide-band FDP realization is presented in [23] where the number of RF chains is
equal to the rank of the combined digital precoder matrices. In [24], the hybrid precoder
design is formulated as a matrix factorization problem, and an alternating minimization
algorithm is presented for fully-connected and partially-connected RF precoder structures.
For a given RF codebook, the optimal hybrid precoding is derived in [60] which is used
as a benchmark for other heuristic algorithms. Subsequently, codebooks are developed for
spatial multiplexing in wide-band mmWave systems. In [64], based on a closed-form solu-
tion for the fully-connected OFDM-based hybrid analog/digital precoder, a technique that
dynamically constructs the hybrid subarrays using the long-term channel characteristics is
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presented.
In this chapter, we focus on realizing any given FDP with the HBF architecture in

wide-band massive-MIMO-OFDM systems. We first introduce the system formulation and
channel model, and then, we present time-domain OFDM signal reconstruction via HSP.
We next present the required conditions for realizing any FDP with HBF architecture in a
general case, before focusing on a specific case and deriving a systematic design for arbitrary
number of RF chains. The trade-off between the number of RF chains and bandwidth of
the output is investigated. After developing a design for two RF chains, we finally present
and discuss the simulation results.

4.2 Wide-Band massive-MIMO System Model

Let us consider OFDM based mmWave massive-MIMO transmitter with NT antennas and
NRF RF chains, respectively. Each OFDM symbol has Nc sub-carriers with cyclic prefix
of length Ncp where at each sub-carrier Ns are transmitted via multiple antennas. Let
s[k] = [sk,1, sk,2, ..., sk,Ns ]

T be the symbol vector of the kth sub-carrier, where sk,i is taken
from a discrete constellation A (such as M-QAM or M-PSK).

4.2.1 mmWave Wide-Band Channel Model

There are two main categories for wireless channel models, namely parametric and non-
parametric. While the latter is mostly used for theoretical analysis and stochastic evolu-
tion of the channel matrix (e.g., the Kronecker model [92, 93]), parametric models which
are based on the geometry of the propagation environment, better represent the perfor-
mance of the system in realistic scenarios. The Saleh-Valenzuela model [46] which was
first introduced for indoor mmWave communications is also adapted and widely used for
cellular mmWave systems as it can adequately capture the propagation characteristics of
the mmWave signals [41,60]. We use the channel model in [64] because of its accuracy and
compactness of presentation. The channel matrix at kth sub-carrier can be modeled as,

H[k] =
Nsc∑
c=1

Nr∑
r=1

αc,rwτc,r [k]aR(φRc,r, θ
R
c,r)aT (φTc,r, θ

T
c,r)

H , (4.1)
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Fig. 4.1: MIMO-OFDM transmitter with HBF.

where

wτl [k] =
D−1∑
d=0

p(dTs − τl)e−
j2πkd
Nc . (4.2)

where Nsc is the number of scattering clusters with Nr scatterers (subrays) in each cluster.
Moreover, α is the complex path gain and τl is the path delay. The azimuth angles of
departure and arrival are denoted by φT and φR, respectively, also, θT and θR are elevation
angles of departure and arrival. The overall impulse response of the combination of all the
filters (pulse shaping, matched filter, etc.) is represented by p(τ).

4.2.2 FDP and HBF Architectures

In FDP systems, precoding can be performed at each sub-carrier as

xT[k] = PFD[k]s[k], (4.3)

where xT[k] and PFD[k] are transmitted signal and FDP matrix at kth sub-carrier. In
this scenario, PFD[k]’s are NT × Ns matrices which requires NT RF chains. Since it is
desirable to reduce the number of RF chains, HBF architecture can play a significant



4 Realizing Wide-Band FD Precoding with Hybrid A/D Architecture 52

role. However, there are more restrictions compared to narrow-band case. Since the RF
processing is performed in time domain, the phase-shifters in RF precoder are assumed to
have a flat frequency response which means the same analog precoding is performed on all
the sub-carriers.

Most prior works in the literature consider frequency signal reconstruction where the
transmitted signal is written as

xHY
T [k] = PAPD[k]s[k], (4.4)

where xHY
T [k] and PD[k] are the transmitted signal and digital precoder of kth sub-carrier,

respectively, and PA is the analog precoder for all sub-carriers. Using the same notation
as Section 3, the baseband signal after digital precoding can be also written as,

xHY
BB [k] = PD[k]s[k]. (4.5)

Fig. 4.1. depicts the transmitter of a conventional wide-band HBF [24, 60–65]. Sym-
bols are first precoded at each sub-carrier, then NRF OFDM symbols are constructed by
performing IFFT and appending cyclic prefixes. After being converted to RF signals, the
OFDM symbols are precoded in time domain by RF precoder.

4.3 Realizing FDP in OFDM HBF Architecture

In most prior works [24, 60–65], frequency domain analysis is used for designing hybrid
precoders. We, on the other hand, focus on time domain HBF design.

4.3.1 Problem Formulation

The OFDM signal for each antenna i can be calculated in frequency domain according to
the chosen FDP using (4.3). Thus, we have the desired time domain transmitted signal of
each antenna denoted by xFD

i (t). Let xTIi (t) denote the transmitted signal in HBF from ith
antenna during t ∈ [0, NTs] where Ts = 1/Fs, and Fs being the sampling frequency and
N = Nc +Ncp. We can thus write,

xTI
i [n] , xTIi (nTs), (4.6)
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which for n = 0, 2, ..., Nc − 1, we have,

xTI
i [n] =

Nc∑
k=0

xHY
T [k, i]e−j2πn/Nc , (4.7)

where xHY
T [k, i] denotes the ith entry of xHY

T [k]. In practice, xTI
i is passed through DAC to

obtain xTIi (t). However, since we want to reconstruct xTIi (t), it is helpful to have the reverse
relationships. Now assuming the same hardware constrictions as Chapter 3, we can derive
conditions for realization of any FDP with HBF.

Proposition 4.1. Any FDP can be realized in hybrid architecture with NRF RF chains if
for i = 1, 2, ..., NT , m = 0, 1, 2, ...,M − 1 and p = 0, 1, 2, ..., NRF − 1, there exist: ejφim,p,
and xm,p(t), where for each p and m 6= m̂,

supp(xm,p(t)) 6= supp(xm̂,p(t)), (4.8)

such that for all i’s and t ∈ [0, NTs]

xFD
i (t) = xTI

i (t), (4.9)

with

xTI
i (t) =

NRF−1∑
p=0

M−1∑
m=0

ejφ
i
m,p xm,p(t). (4.10)

Proof. Since (4.9) ensures the realization of FDP, we must show that a hybrid system with
NRF RF chains can have (4.10) as its output. If the condition in (4.8) is satisfied, then all
xm,p(t)s for m = 1, 2, ...,M can be generated by the pth RF chain:

xp(t) =
M−1∑
m=0

xm,p(t). (4.11)

Assuming the phase-shifters can be updatedM times during t ∈ [0, NTs] period (which can
be also implemented by the system designs in 3.5), the transmitted signal of ith antenna
is given by (4.8).

Proposition 4.1 shows that, in order to design an HBF which can realize any FDP, a
set of MNTNRF angels (φim,p for i = 1, 2, ..., NT , m = 1, 2, ...,M and p = 1, 2, ..., NRF )
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are required as well as MNRF functions xm,p(t). In the next section, we present a class of
solutions with perfect reconstruction at sampling points (PRSP) by restricting xTIi (t)s to
periodic functions.

4.3.2 Minimum Number of RF Chains

In this section, we present PRSP HBF design for FDP realization. We first discuss one
fundamental trade-off for time-domain signal reconstruction of PRSP. Then, we present
the general conditions for realizing FDP with HBF with arbitrary number of RF chains.
Finally, we present an HBF design using raised cosine pulse with two RF chains.

Perfect Reconstruction at Sampling Point

Although the transmitted and received OFDM signals in RF domain are continuous time
functions, the information is encoded at the sampling points. Therefore, if we have prefect
synchronization, it is not necessary to have the same continuous time function as long as
the sample values are the same. In other words, instead of the strict condition (4.9), only
the sample value must be equal:

xFD
i (nTs) = xTIi (nTs). (4.12)

Indeed, according to Nyquist–Shannon sampling theorem, (4.12) and (4.9) are equiva-
lent if the bandwidths of xFD

i (t) and xTIi (t) are the same. However, since we have do not
have this restriction in general, it is possible to have (4.12) whilst (4.9) being violated. It
is clear that (4.9) is the ideal case but harder to attain. Consequently, under perfect time
offset synchronization the performance is the same and the design is simplified.

In (4.11), we defined the generated signal from pth RF chain as summation of M non-
overlapping functions x1,p(t), x2,p(t), ..., xM,p(t). On way of reducing the design parameters
is to use shifted version of a windowed function to build xm,p(t)’s. Let us consider an energy
signal pp(t) such that pp(t) = 0 for t /∈ [0, τ ]. Thus, if M

N
is an integer and we have,

τ =
N

M
Ts, (4.13)
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Fig. 4.2: Discrete-time OFDM frame.

where the generated signal of pth RF chain(4.11) can be written as,

xp(t) =
M−1∑
m=0

pp(t−mτ). (4.14)

Note that pp(t) must be an energy signal so that it can be generated by an RF chain. Now,
we can present the PRSP HBF realization of any given FDP.

Theorem 4.1. Any FDP can be perfectly reconstructed at sampling points by a hybrid
architecture with NRF = N/M RF chains and 2NTNRF phase shifters.

Proof. From Section. 3.4, we know it is possible to have two phase shifters per each antenna
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Fig. 4.3: Analog OFDM waveform.

for each RF chain, therefore, (4.10) can be further extended to,

xTIi (t) =

NRF−1∑
p=0

M−1∑
m=0

(ejφ
i
m,p,1 + ejφ

i
m,p,2) xm,p(t). (4.15)

Using (4.14), the above equation can be written as,

xTIi (t) =

NRF−1∑
p=0

M−1∑
m=0

(ejφ
i
m,p,1 + ejφ

i
m,p,2) pp(t−mτ). (4.16)

Now, let us define pp(t)’s as,
pp(t) = p(t− pTs), (4.17)
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Fig. 4.4: RF Modulated OFDM waveform.

where p(t) satisfies the Nyquist filters criterion, i.e.,

p(nTs) =

1; n = 0

0; n 6= 0
. (4.18)

Hence, we can write

xTIi (t) =

NRF−1∑
p=0

M−1∑
m=0

(ejφ
i
m,p,1 + ejφ

i
m,p,2) p(t− pTs −mτ). (4.19)

Now, from (4.19), (4.12) and (4.13), and using the definition in (4.6), for PRSP realization
it is sufficient to have,

xFD
i [n] =

NRF−1∑
p=0

M−1∑
m=0

(ejφ
i
m,p,1 + ejφ

i
m,p,2) p[n− p−mNRF ]. (4.20)
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Fig. 4.5: Raised cosine filter for β = 0.5.

Without loss of generality, let us assume xFD
i [n]’s for all i’s and n’s are less than 2.

From (4.18) and Theorem 3.2 it is guaranteed that φim,p,1 and φim,p,2 exist such that (4.20)
is satisfied.

Remark 4.1. The minimum number of required RF chains for realizing any given FDP
is NRF = 1. However, reducing the number of RF chains comes with the price of extra
bandwidth. On the other hand, for NRF = N RF chains, sinc function can be generated by
p(t) which satisfies (4.9) and results in the most favourable spectral characteristics.

Proposition 4.2. There is a trade-off between number of RF chains and bandwidth of the
output signal, where decreasing NRF results in an increase in bandwidth.

Proof. Based on the OFDM parameters, N is given, and from (4.13) we have,

τ = NRFTs. (4.21)

Therefore, decreasing NRF also decreases τ which is the length of p(t). Reducing τ will
increase the bandwidth of p(t) which in turn increases the bandwidth of the output signal.
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Fig. 4.6: RF modulated raised cosine filter with β = 0.5.

FDP realization with two RF chains: In order to have a proper frequency char-
acteristics (as discussed in Proposition. 4.2) we present an example for FDP realization
with two RF chains. The OFDM signal xTIi (t) is generally a complex function in time.
In communication systems however, cos(ωct) and sin(ωct) are used as carriers for the real
and imaginary parts of xTIi (t), respectively. Let Ri(t) and Ii(t) represent the in-phase and
quadrature RF component of the HBF output. Thus, we have

Ri(t) =

NRF∑
p=1

M∑
m=1

xIm,p(t)cos(ωct+ φim,p) (4.22)

Ii(t) =

NRF∑
p=1

M∑
m=1

xQm,p(t)sin(ωct+ θim,p), (4.23)

where xIm,p(t) and xQm,p are real values functions in time. The main objective is then to find
xIm,p(t) ,xQm,p(t), xQm,p ,φim,p and θim,p such that

Real(xFD
i [n]) = Ri(nTs), (4.24)

Imag(xFD
i [n]) = Ii(nTs). (4.25)
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Fig. 4.7: Output signal of RF chains.

Here, we present an FDP realization with two RF chains as an example. First, let
us take p(t) as the windowed raised cosine filter with roll off factor 0.5 with duration
of 2Ts which satisfies (4.14) and (4.18). Thereby, considering the polar representation
xFD
i [n] = |xFD

i [n]| exp(j∠xFD
i [n]), for n = p+mNRF , the phase-shifter parameters are then

calculated as,

φim,p,1 = ∠xFD
i [n] + cos−1(

|xFD
i [n]|
2c0

), (4.26a)

φim,p,2 = ∠xFD
i [n]− cos−1(

|xFD
i [n]|
2c0

). (4.26b)
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4.4 Simulation Results

In this section, first waveforms of the proposed HBF and FDP are compared and then,
we present simulation results for FDP system our proposed HBF and the HBF design in
recently published work [65] called SOFDBF.

4.4.1 FDP and HBF Waveforms

To clarify the concept of PRSP FDP realization, an example for the the real part of the
signal (In-phase component) is presented below. We consider an OFDM system with Nc =

16 subcarrier, and bandwidth of BW = 2MHz with carrier frequencies of Fc = 6GHz.
For 16-QAM constellation is used and the number of cyclic prefixes is set to Ncp = 2.
Simulations are performed with sampling frequency of 10Fc. Without loss of generality,
we only present the signal of one arbitrary antenna element. Fig. 4.2. depicts the digital
OFDM signal whereas the analog baseband and analog RF signals are illustrated in Fig. 4.3.
and Fig. 4.4., respectively. We used raised cosine filter with roll of factor 0.5 for p(t) which
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Fig. 4.9: Comparison of FDP and HBF waveforms.

is depicted in baseband and RF in Fig. 4.5 and Fig. 4.4, respectively. Consequently, for
NRF = 2, we have M = 2 and thus, the RF signals generated by two RF chains which are
illustrated in Fig. 4.7 can be written as:

x1
RF (t) =

9∑
m=1

xIm,1(t)cos(ωct), (4.27a)

x2
RF (t) =

9∑
m=1

xIm,2(t)cos(ωct). (4.27b)

After, passing x1
RF (t) and x2

RF (t) through RF precoder, the result is shown in Fig. 4.8.
In Fig. 4.9. RF FDP and HBF signals are presented as well as the digital and baseband

analog OFDM signals. It can be observed that in the sampling points all the signals have
the same value as we also showed mathematically. The HBF signal, however, has higher
frequencies due to the choose of p(t) which can be filtered or altered by available degrees
of freedom in the system.
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Fig. 4.10: BER versus SNR for different methods.

4.4.2 BER Performance

Simulations are performed for massive-MIMO transmitter with NT = 64 transmit anten-
nas and a user with NR = 16 receive antennas. OFDM modulation with bandwidth of
BW = 2MHz and carrier frequency of Fc = 6GHz is considered where the number of
subcarrier and cyclic prefixes are set to Nc = 128 and Ncp = 16, respectively. Moreover,
Q-PSK modulation modulation is used for Ns = 8 symbols per subcarrier. The receiver
performs FD combining and optimal precoding is used for FDP and the proposed HBF at
the transmitter.

The mmWave channel is modeled with Nsc = 6 clusters and Nr = 2 rays per cluster.
Channel gain αc,r is assumed to be an i.i.d complex Gaussian with variance NTNR/NscNr.
Azimuth angles of departure and arrival φTc,r and φRc,r are uniformly distributed in [0, π].
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Moreover, τl is uniformly distributed in [0, NcpTs] and τl/Ts are integers. For simplicity, we
further assume p(τ) = δ(τ).

Fig. 4.10. shows the BER performance versus SNR of the FD system, HBF in [65]
and [75],(i.e., SOFHBF, and LIOFHBF) and our proposed HBF design. It can be seen
that while our design matches the FDP, it could outperform the design in [65] by more
than 5 dB.

4.5 Conclusion

In this chapter, we studied wide-band massive-MIMO mmWave communications with hy-
brid architecture. After reviewing the conventional frequency domain analysis for HBF,
we introduced the notion of time domain signal reconstruction of OFDM signals. Then,
we formulated the problem and presented the conditions for the realization of any given
FDP in HBF architecture. After introducing the PRSP realization, we discussed the gen-
eral solution for an arbitrary number of RF chains and as an example, presented a design
for two RF chains. Finally, simulations results were presented to confirm the merits of our
proposed method over recently published works. In the next two chapters, which comprise
the second part of the thesis, we explore the design of hybrid A/D combining.
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Part II

Hybrid A/D Combining
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Chapter 5

Massive-MIMO Receiver with Hybrid
A/D Architecture

In this chapter1, we present a novel HBF structure for massive-MIMO which can be used
to realize any given FD combiner. Considering the unit-modulus element constraint of
analog beamforming matrices, we exploit the fact that any given complex matrix can be
written as a scaled sum of two matrices with unit-modulus entries. By taking advantage
of this decomposition, we propose a novel hybrid structure for realizing any FD combiner
with the minimum number of radio-frequency (RF) chains required by an HBF structure to
match the performance of an FD beamformer. We then focus on a more practical scenario
where phase-shifters can realize a finite number of phase angles. Accordingly, we propose a
modified hybrid structure by introducing an additional degree of freedom, i.e., the phase-
offset between the finite-resolution phase-shifts and optimize this parameter via close-form
approximations which are shown to result in the same solution as an exhaustive search.
To illustrate that the proposed hybrid structure can be used for different applications,
we develop a novel pilot-based channel estimation technique that can achieve the same
performance as FD optimum linear estimation. Simulation results confirm that all our
proposed HBF schemes can achieve the same performance as their FD counterparts, and
therefore outperform existing hybrid designs with the same number of RF chains by a large

1Parts this chapter have been submitted to USPTO:

• A. Morsali, A. Haghighat, and B. Champagne,“Efficient Receiver Combining for Hybrid Ana-
log/Digital Beamforming,” U.S. Patent, PCT/US2020/024318, March 23, 2020.
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margin.

5.1 Introduction

MIMO has revolutionized modern wireless communications by unveiling the potential in-
crease in system capacity resulting from the deployment of multiple antennas at the trans-
mitter and/or receiver side(s) of the link [6]. In recent years, asymptotic analysis of large-
scale antenna arrays has revealed that massive-MIMO systems exhibit a linear increase
in capacity with the minimum number of antennas employed at either the transmitter or
receiver regardless of the channel characteristics [7,8]. Moreover, mmWave communications
has been proposed for indoor and fixed outdoor communications, with the aim to enable
gigabit-per-second data rates [10,11].

However, mmWave signals experience severe path loss, penetration loss and atmospheric
absorption compared with microwave signals, which until recently has precluded their use
in wireless cellular and local area networks. Recent advances in mmWave hardware and,
more importantly, newly discovered capabilities of massive-MIMO have revived mmWave
communications. Especially, the highly selective beam steering capabilities provided by
large-scale antenna array and sophisticated beamforming algorithms can mitigate the in-
trinsic limitations of mmWave communications [12]. In practice, beamforming can be
employed at both the transmitter and the receiver ends of a wireless link, where it is
referred to as precoding and combining, respectively. In this chapter, we focus on the
mmWave massive-MIMO receiver and specifically explore the combiner design.

In the FD implementation of MIMO systems, each antenna element is connected to a
dedicated RF chain. While this approach is suitable for commonly used small scale MIMO
systems, it is not applicable to mmWave massive-MIMO systems with large number of
antenna elements (e.g., on the order of 100 or more) due to the high production costs
and power consumption of the associated RF circuitry. Therefore, although mmWave
massive-MIMO is the prime candidate for B5G wireless networks, the implementation of
such systems still faces many technical challenges, and to date remains a topic of ongoing
research [16,17,94].

HBF is an ingenious and effective approach to facilitate the implementation of mmWave
massive-MIMO transceivers [22, 23]. In an HBF receiver structure, the high dimensional
received RF signal vector from the antenna array is first combined into a lower dimensional
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signal by means of an analog beamformer, comprised of basic RF components such as phase-
shifters, adders and splitters. The resulting analog signal vector is then down-converted
to a digital signal vector by means of RF chains and fed to a digital beamformer for final
combining. Consequently, the HBF requires a smaller number of RF chains compared to
the FD structure. However, a unit-modulus constraint is imposed on the entries of the
analog beamformer due to the use of phase-shifters. In the existing HBF literature, due
to this constraint, the ensuing optimization problem for designing the analog and digital
beamformer matrices is non-convex [17,22]. In this chapter, using the same RF components,
we propose an alternative hybrid structure which lifts the non-convex constraint and allows
the realization of any FD beamformer.

Related Works

Realization of FD beamfoming in hybrid structure has been studied in [16, 22, 23, 73, 74,
78, 94]. In [16], it has been shown that for a single stream of data, two RF chains are
required to achieve the performance of a FD combiner. More generally, for multiple data
streams (layers), the number of RF chains must be at least twice the number of the data
streams [22]. The technique in [16] can be modified to design hybrid precoders which only
require the same number of RF chains as the number of data streams [22,23,94]. In [72,74],
we proposed a single RF chain scheme for realizing any given FD precoding based on the
use of fast adjustable phase-shifters.

An alternative approach is to design the analog and digital beamformers directly by
optimizing different cost functions. However, due to the constant modulus constraint on the
analog beamformer entries, the ensuing optimization problems are non-convex and only sub-
optimal solutions can be obtained. Minimizing the Euclidean distance between the hybrid
and FD beamformers was considered as the objective function in [21,24,29,60]. Particularly,
in [21,60], compressed sensing techniques were used to exploit sparse characteristics of the
mmWave channels while in [24,29], a manifold optimization algorithm and a simultaneous
matrix diagonalization technique were introduced, respectively.

Sparsity of the channel was also considered in [22], [65] where iterative orthogonalization
algorithms were proposed for designing spectrally efficient HBF transceivers. Gram–Schmidt
orthogonalization was used in [27] to design a robust hybrid combiner with low complexity
for an uplink MU scenario. Considering that closed-form expressions with fixed amount
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calculation are often more attractive in applications, non-iterative HBF design algorithms
exploiting this type of solutions were proposed in [25,26]. The mean square error (MSE) was
considered as the performance metric in [75], where an alternating minimization technique
is used to design the HBF matrices. The authors in [28] implemented a low-complexity
HBF based on orthogonal beamforming codebooks and a local search scheme.

HBF fundamentally changes the structure of the MIMO communication system and
due to limited number of RF chains, the main reception and transmission functionalities
must be redesigned accordingly. For instance, estimating the CSI must be revisited in the
context of hybrid structure to account for these structural constraints. Adaptive techniques
were proposed in [66,67], where both transmitter and receiver scan for the dominant paths
within the angular domain and narrow the search to obtain a quantized solution. Inspired
by the random convolutional measurement process, a structured random sensing code-
book was proposed in [95] to estimate mmWave channels by exploiting the sparse nature of
mmWave channels. Similar ideas for wideband MIMO systems were presented in [71, 96].
A general framework for channel estimation with hybrid structure was presented in [97]
where algorithmic solutions are proposed for different scenarios.

Contributions

In this chapter, our goal is to design HBFs that lift the unit modulus constraint and, as a
result, can achieve the performance of FD systems at the receiver with the minimum num-
ber of RF chains. We also consider a more practical scenario where only finite-resolution
phase-shifters are used for implementation of the analog beamformer and optimize the pro-
posed hybrid design to take advantage of available degrees of freedom. The proposed HBF
realizations are based on simple decomposition properties of analog beamformer matrices
and use the same hardware elements as existing HBF solutions. Specifically, our main
contributions can be summarized as follows:

• Considering the structure of phase-only analog beamformers and the limited number
of allowed RF chains, we propose a technique for decomposing any given complex
matrix into a scaled sum of two matrices with unit-modulus entries.

• This decomposition is exploited to develop new and flexible HBF structures for FD
realization with minimum number of required RF chains. The new structure can be
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used for different reception functionalities (such as beamforming and channel esti-
mation) and under various scenarios and conditions (such as multi/single user and
perfect/imperfect CSI).

• A modified hybrid structure is presented to improve the performance of the hybrid
beamforming when finite resolution phase-shifters are used. By taking advantage of
available degrees of freedom in our design, we minimize the maximum error between
the RF beamformer and its FD counterpart.

• We also present a novel channel estimation method based on the proposed hybrid
structure which achieves the performance of optimal linear FD channel estimation.

• Simulation results are presented for the proposed beamformer designs as well as the
channel estimation method all of which demonstrate the same performance as their
FD counterpart, and therefore achieve significant improvement over existing HBF
and hybrid channel estimation methods.

5.2 System Model

We consider the uplink connection of a massive-MIMO system where the BS is equipped
withNR receive antennas andNRF RF chains, NRF � NR. A conventional mmWave massive-
MIMO receiver with hybrid analog/digital structure is depicted in Fig. 5.1. In order to
develop a solution for realizing any given digital combiner, we consider the two main re-
ception modes for uplink connection, i.e., SU and MU. In what follows the system models
for both cases are presented.

Single-User: For a UE with NT antennas, the received signal at the BS is given by,

ysu =
√
ρHsuPs + n, (5.1)

where Hsu ∈ CNR×NT is the point-to-point mmWave MIMO channel matrix, P ∈ CNT×K

and s ∈ AK are the precoder matrix and information symbol vector, respectively, whereA is
the selected constellation such as PSK or QAM and K is the number transmitted symbols.
Moreover, ρ is the average transmit power and n ∼ CN (0, σ2INR) is the additive white
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Fig. 5.1: Conventional hybrid combiner structure.

Gaussian noise (AWGN) vector. We consider the following channel model for mmWave
massive-MIMO with sparse scattering environments [22,26,74]:

Hsu =

√
NTNR

L

L∑
l=1

glar(φ
l
r)at(φ

l
t)
H , (5.2)

where, gl ∼ CN (0, 1) is the complex gain of the lth path, ar and at are the antenna array
responses of receiver and transmitter, respectively. φlr and φlt are the arrival and departure
angles and have uniform distribution over [0, 2π). The array response for the widely-used
uniform linear configuration is given by,

a(φ) =
1√
NR

[1, ejkd sin(φ), ..., ejkd(NR−1) sin(φ)], (5.3)

where k = 2π/λ, and for wavelength of λ we let d = λ/2.
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Multi-User: For K single antenna users transmitting simultaneously, the received signal
at the BS can be written as,

ymu = HmuGs + n, (5.4)

where G = diag{√ρ1, ...,
√
ρK} and ρk is the average transmit power of the kth user. Under

statistical channel inversion power control scheme [27], we have ρ = ρk for k = 1, 2, ..., K.
The channel matrix Hmu ∈ CNR×K can be expressed as,

Hmu = [h1,h2, ...,hK ], (5.5)

where hk is the uplink fading channel between the kth user and BS. Subsequently, s =

[s1, s2, ..., sK ]T is the symbol vector where sk denotes the transmitted symbol of the kth

user.
The mmWave channel vector of the kth user can be modeled as,

hk =

√
NR

LK

Lk∑
l=1

gk,lar(φ
l), (5.6)

where gk,l ∼ CN (0, pk,l) is the complex gain of the lth path and,

1

Lk

LK∑
l=1

pk,l = 1, (5.7)

for normalization purposes.

Hybrid Analog/Digital Beamforming: For a transmitter with limited number of RF
chains, i.e., NRF � NT , the received signal after hybrid precoding is given by (5.1) for,

P = PAPD, (5.8)

where PD ∈ CNRF×K is the digital precoder and PA ∈ UNR×NRF is the analog precoder
with,

U = {z ∈ C : |z| = 1}. (5.9)

To formulate the combining scheme for both SU and MU cases, let us define the total
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equivalent channel at the BS for µ = {su,mu}, as,

Heq
µ ,

HsuP µ = su

Hmu µ = mu
. (5.10)

The received signal at the BS can be written as

yµ =
√
ρHeq

µ s + n. (5.11)

In hybrid combining structure, to reduce the dimension of the received signal to NRF , the
signal first goes through the analog combiner WA ∈ UNR×NRF as shown in Fig. 5.1:

xµ = WH
Ayµ. (5.12)

The RF chains then convert the analog vector xµ to digital which in turn is used to
estimate the transmitted symbols by

ŝHQ = WH
Dxµ, (5.13)

where WD ∈ CNRF×K is the digital combiner.
In FD systems, since there are no limitations on the number of RF chains, the trans-

mitted symbols can be directly estimated by the digital combiner WFD ∈ CNR×K as,

ŝFD = WH
FDyµ. (5.14)

5.3 Achieving FD Performance in Hybrid Structure

In this section, we first review the motivation for designing HBF structures that match
the performance of arbitrary FD combiners. We then present a new hybrid structure for
realizing any given FD combiner. Let us start by revisiting two well-known facts:

• Any hybrid combining scheme can be realized by FD combining because the hybrid
combiner comprises of analog and digital combiners WA and WD which can be mod-
eled by the digital combiner WFD = WAWD. In a more general case, any analog
operation (even a non-linear one) can be simulated by the digital processor and thus,
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Fig. 5.2: Proposed hybrid structure.

there does not exist a hybrid combining scheme that can outperform the FD com-
bining. Consequently, the best possible design for hybrid combiner is to match the
performance of FD one, i.e., realizing any given FD combiner.

• In FD systems we have rank(WFD) ≤ K. For hybrid combiners, however, we can
write rank(WAWD) ≤ NRF . Assuming that the digital combiner has the maximum
rank, i.e., rank(WFD) = K. Hence, the minimum number of required RF chains for
a hybrid combiner to match the performance of the FD combiner is NRF = K.

In the rest of this chapter, we let NRF = K to ensure that the minimum required
hardware is utilized. The following theorem paves the way for hybrid realization of digital
combiners.

Theorem 5.1. Any given complex matrix A ∈ CNR×K can be written as a scaled sum of
two matrices R(1),R(2) ∈ UNR×K, with unit modulus entries, i.e.,

A = c(R(1) + R(2)), (5.15)
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for some c ≥ 1
2
|vec(A)|∞.

Proof. It is sufficient to show that for all p = 1, 2, ..., NR and q = 1, 2, ..., K, we have,

A(p, q) = c
(
R(1)(p, q) +R(2)(p, q)

)
. (5.16)

Since R(1),R(2) ∈ UNR×K , the above equation can be further written as,

A(p, q) = c
(
ejθ

1
p,q + ejθ

2
p,q
)
, (5.17)

where eθ1p,q and eθ
2
p,q represent the entry on the pth row and qth column of R(1) and R(2),

respectively. Since 2c is greater than the absolute value of all the entries of A, from Lemma
3.1, there exist non-unique θ1

p,q and θ1
p,q such that (5.17) holds which proves the theorem.

In order to achieve the same performance of FD system in hybrid structure, the following
must hold

ŝHY = ŝFD = WH
FDyµ. (5.18)

The following theorem provides a new simple hybrid structure for realizing any given FD
combiner.

Theorem 5.2. Any given FD combiner WFD ∈ CNR×K can be realized in HBF structure
shown in Fig. 5.2 such that WFD = (W

(1)
A + W

(2)
A )WD where WD ∈ CNRF×K is a digital

combiner and W
(1)
A ,W(2)

A ∈ UNR×NRF are analog combiners.

Proof. The estimated signal in hybrid structure shown in Fig. 5.2 can be written as,

ŝHY = WH
D (x(1)

µ + x(2)
µ ), (5.19)

where x
(1)
µ = W

(1)
A

H
yµ and x

(2)
µ = W

(2)
A

H
yµ, thus,

ŝHY = WH
D (W

(1)
A

H
yµ + W

(2)
A

H
yµ), (5.20)

which can be further simplified to,

ŝHY = WH
D (W

(1)
A + W

(2)
A )Hyµ. (5.21)
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Algorithm 1 Fully-Digital Realization in Hybrid Structure

Given: Heq
µ

1. Calculate the optimal FD combiner WFD.
2. c = 1

2
maxi,j |wp,q|.

3. Construct the baseband combiner as WD = cIK .
4. Calculate W

(1)
A , W

(2)
A from (5.26).

Outputs: W
(1)
A , W

(2)
A , WD.

Using Theorem 5.1, there exist analog matrices W
(1)
A and W

(2)
A such that WFD = c(W

(1)
A +

W
(2)
A ). By setting WD = cIK , the FD combiner can be expressed as WFD = W̃AWD,

where W̃A = (W
(1)
A + W

(2)
A ), which brings us to

WFD = (W
(1)
A + W

(2)
A )WD. (5.22)

Consequently, by substituting the above equation in (5.21), we have

ŝHY = WH
FDyµ, (5.23)

which results (5.18) and proves the theorem.

In the proposed HBF structure, the constant modulus constraint is lifted which makes
it possible to achieve the same performance as FD systems for various reception modes and
scenarios. In the conventional hybrid structure, the following constraints are added to the
optimization procedures:

Wi = WAWD (5.24a)

WA ∈ UNR×NRF , (5.24b)

for i = {su,mu} which make the beamformer design optimizations non-convex and there-
fore, extremely difficult so solve. Many sub-optimal solutions are studied in the litera-
ture [21,24–29,60,65,75]. Nevertheless, simulations results in [21,24,28,29,60] confirm that
FD realization achieves the best performance as it is also discussed in Section 6.3.
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FD Combiner Realization with HBF: According to Theorem. 5.2, for any given FD
combiner WFD = Wi ∈ CNR×K , there exist matrices W

(1)
A , W

(2)
A and WD that match the

performance of WFD.
Note that for a given FD matrix WFD there are non-unique matrices W

(1)
A ,W(2)

A and WD

such that WFD = (W
(1)
A + W

(2)
A )WD holds. Here, we present an easy way to obtain W

(1)
A ,

W
(2)
A and WD. By denoting the polar representation of WFD’s elements as WFD(p, q) =

|wp,q| exp(jϑp,q), the digital combiner is given by WD = cIK where,

c =
1

2
max
i,j
|wp,q|. (5.25)

The elements of analog combiners W
(1)
A , W

(2)
A are calculated by,

W
(1)
A (p, q) = ej

(
ϑp,q+cos−1(

|wp,q |
2c

)
)

(5.26a)

W
(2)
A (p, q) = ej

(
ϑp,q−cos−1(

|wp,q |
2c

)
)
. (5.26b)

By simple mathematical manipulation one can easily check the validity of presented so-
lutions in (5.25) and (5.26) (for more information see [22]). The proposed hybrid realization
of FD combiners is summarized in Algorithm 1.

5.4 Finite Resolution Phase-Shifters

In this section, we consider the HBF design with finite-resolution phase-shifters for massive-
MIMO receivers. In previous sections, we assumed that infinite resolution phase-shifters are
used in the RF beamformer, i.e., the elements of RF beamformers can have any arbitrary
phase angles. Since such components are expensive, and due to the fact that the number
of phase-shifters in hybrid structure is proportional to the number of antennas, finite-
resolution phase-shifters are preferred in many scenarios. In this section, we consider RF
beamforming with finite resolution phase-shifters, i.e., WA ∈ UNR×NRF

M with

UM = {ej2πm/M : m = 0, 1, . . . ,M − 1}, (5.27)
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Fig. 5.3: The shaded area represents the disk D and the dots show the polar grid G4.

and M is the number of realizable phase angles where M is usually a power of 2. However,
in this study, our only assumption is that M ≥ 2.

From Theorem 5.1, any given matrix A ∈ DNR×K for D = {z ∈ C : |z| ≤ 1} can be
written as,

A =
1

2
(R(1) + R(2)), (5.28)

where R(1) and R(1) are implemented with infinite resolution phase-shifters, i.e., R(1),R(2) ∈
UNR×K . However, if phase-shifters with resolution M are used, i.e., R

(1)
M ,R

(2)
M ∈ UNR×K

M ,
the equality in (5.28) cannot be guaranteed. In this case, the RF beamformers can be
designed by solving

min
R

(1)
M ,R

(2)
M

‖A− 1

2
(R

(1)
M + R

(2)
M )‖2

F , (5.29)

which requires finding the closest point in the polar gridGM = {ej2πm1/M+ej2πm2/M : m1,m2 =

0, 1, . . . ,M − 1}, to a given point in D. In Fig. 5.3, the disk D and the polar gird G4 are
illustrated. In this case, each phase-shifter can take 4 possible values and thus, there are
16 possible combination of the two phase-shifters corresponding to ej2πm1/4 and ej2πm2/4.
However, it can be seen form Fig. 5.3, that G4 contains only 10 points which shows some
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Fig. 5.4: Proposed hybrid structure with finite-resolution phase-shifters.

of the points are overlapping. Thus, 4 more points can be included which improves the
performance of the hybrid system. Note that for M > 4 the number of overlapping point
increase. Moreover, we do not have control over the distribution of points in GM and it
would be of interest to be able to optimize the distribution of the points to improve system
performance. This motivates us to investigate whether it is possible to have alternative
polar grids for designing the RF beamformers and if so what is the best configuration for
points in such polar grid.

By taking advantage of an additional degree of freedom, we can solve the above issue
with finite resolution phase-shifters. The main practical constraint for finite resolution
phase-shifters is that the phase-shifters can realize onlyM different phase angles. However,
it is possible to have fixed phase offset between the phase-shifters.

While, in principle, it is possible to consider various phase-offsets for all of the phase-
shifters, for the sake of simplicity and practicality, we only introduce a phase offset between
R

(1)
M and R

(2)
M . This can be implemented by either using phase-shifters which are manufac-
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Fig. 5.5: The shaded area represents the disk D and the dots show the polar grid Gπ/4
4 .

tured with a fixed phase difference or placing NRF fixed-valued phase-shifter after the RF
bemformer R

(2)
M as shown in Fig. 5.4.

As mentioned earlier, we wish to change the distribution of points in the polar gird GM

to improve the system performance. Since, the phase offset is selected and hard coded to
the system alongside the resolution of the phase-shifters and cannot be changed, we focus
on finding the optimal phase-offset β for any given resolution M such that the maximum
error between a given matrix A ∈ DNR×K and its hybrid realization R

(1)
M ,R

(2)
M is minimized.

Thus, the phase offset can be obtained by,

β∗ = arg min
β

max
A

min
R

(1)
M ,R

(2)
M

‖2A− (R
(1)
M + ejβR

(2)
M )‖2

F (5.30a)

subject to R
(1)
M ,R

(2)
M ∈ UNR×K

M (5.30b)

A ∈ DNR×K , (5.30c)

which minimizes the maximum error between the given FD beamformer and the effective
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hybrid beamformer, i.e., (R
(1)
M + ejβR

(2)
M ).

Lemma 5.1. The following optimization is equivalent to (5.30),

β∗ = arg min
β

max
a

min
m1,m2

|2a− (ej
2π
M
m1 + ejβej

2π
M
m2)|2 (5.31a)

subject to β ∈ [0, 2π] (5.31b)

a ∈ {z ∈ C : |z| ≤ 1} (5.31c)

m1,m2 ∈ {1, 2, . . . ,M}. (5.31d)

Proof. By expanding (5.30a) as,
∑NR

i=1

∑K
j=1|2A(i, j)− (R

(1)
M (i, j)+βR

(2)
M (i, j))|2, we can see

the optimization parameters are independent and can be decoupled by rewriting (5.30) as,

β∗ = arg min
β

NR∑
i=1

K∑
j=1

max
A(i,j)

min
R

(1)
M (i,j),R

(2)
M (i,j)

|2A(i, j)− (R
(1)
M (i, j) + βR

(2)
M (i, j))|2,

(5.32)

subject to the constraints (5.39b) to (5.39d). Since the max-min optimization has the same
form for all i, j and admits the same function for β, we can write the above problem as
(5.31).

The optimization (5.31) can be solved numerically, but since it is a mixed-integer prob-
lem, the optimization procedure is cumbersome and inefficient. Therefore, in what follows,
we obtain a closed form solution based on a tight upper bound of (5.32). The closed-form
solution is equal to the result of the numerical optimizations for every value ofM we tested,
i.e., M = 2k for k = 1, 2, . . . , 7.

By defining,

f(β) = max
a

min
m1,m2

|2a− (ej
2π
M
m1 + ejβej

2π
M
m2)|2 (5.33a)

f̂(β) = min
m1,m2

max
a
|2a− (ej

2π
M
m1 + ejβej

2π
M
m2)|2, (5.33b)

from the max-min inequality, we can write f(β) ≤ f̂(β). Consequently, we have,

f(β∗) ≤ f̂(β̂∗) = min
β

min
m1,m2

max
a
|2a− (ej

2π
M
m1 + ejβej

2π
M
m2)|2. (5.34)
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Lemma 5.2. The following optimization has at least one solution in set

{ek|k =
j

2
τ(m1 +m2) + β}

where τ = 2π/M ,

max
a

|2a− (ej
2π
M
m1 + ejβej

2π
M
m2)|2, (5.35a)

subject to a ∈ {z ∈ C : |z| ≤ 1}. (5.35b)

Proof. Since the objective function is convex with respect to a and the feasible set of a is
convex and compact, the maximum of the function occurs on the boundary of the feasible
set. Consequently, we can rewrite the above problem as,

max
a

|2ejα − (ej
2π
M
m1 + ejβej

2π
M
m2)|2, (5.36a)

subject to α ∈ [0, 2π]. (5.36b)

The objective function of (5.36) can be expanded as,

∆(α) = (2 cos(α)− cos(τm1)− cos(τm2 + β))2×

(2 sin(α)− sin(τm1)− sin(τm2 + β))2.
(5.37)

To find the optima, by taking the derivitive of ∆(α) and setting it to zero, we arrive at,

d∆(α)

dα
= cos(α)

(
sin(τm1) + sin(τm2 + β)

)
− cos(α)

(
sin(τm1) + sin(τm2 + β)

)
= 0,

(5.38)

which has a solution for α = τ(m1+m2)+β
2

:

Theorem 5.3. The optimal solution for the following optimization problem is β̂∗ = π/M .
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β̂∗ = arg min
β

min
m1,m2

max
a
|2a− (ej

2π
M
m1 + ejβej

2π
M
m2)|2, (5.39a)

subject to β ∈ [0, 2π] (5.39b)

a ∈ {z ∈ C : |z| ≤ 1} (5.39c)

m1,m2 ∈ {1, 2, . . . ,M}. (5.39d)

Proof. From Lemma 5.2, the objective function (5.39a) is maximized by at least one point
in set E = {ek|k = j

2
2π/M(m1 +m2) + β}. Moreover, since f(β, α) = |2a − (ej

2π
M
m1 +

ejβej
2π
M
m2)|2 is periodic for β and α with period π/M , without loss of generality, the feasible

domain of β and a can be reduced to,

β ∈ [0, 2π/M ] (5.40a)

a ∈ {ejα : α ∈ [0, 2π/M ]}. (5.40b)

Subsequently, the points in E that satisfy (5.40b), are a∗ = exp( j
2
τ(m1 +m2) + β)

where m1 + m2 = 1 and m1 + m2 = 0 for β ≤ π/M , and π/M ≤ β ≤ 2π/M , respectively.
Thus, we have to consider each case separately.

• For π/M ≤ β ≤ 2π/M , we have m1 = m2 = 0, therefore, a∗ = exp( jβ
2

) which brings
us to the following problem:

β̂∗ = arg min
β

|2ejβ/2 − (1 + ejβ)|2, (5.41a)

subject to β ∈ [π/M, 2π/M ]. (5.41b)

By mathematical manipulation the objective function can be written as 6−8 cos(β/2)+

2 cos(β), which is non-decreasing function for β ∈ [π/M, 2π/M ]2, hence, β̂∗ = π/M .

• For 0 ≤ β ≤ π/M , we have m1 +m2 = 1, therefore, a∗ = exp( j(β+π/M)
2

). We fist must

2Note that M ≥ 2 as the resolution of phase-shifter is at least 2.
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Algorithm 2 Proposed Finite Resolution Hybrid Design

Given: WFD

1. Calculate the analog beamformers W
(1)
A and W

(2)
A by solving:

min
W

(1)
A ,W

(2)
A
‖ WFD
|vec(WFD)|∞ − 1/2(W

(1)
A + ejβW

(2)
A ‖2

F .

2. Update the phase-shifters according to W
(1)
A and W

(2)
A .

3. Update the baseband beamformer using (5.44).
Outputs: W

(1)
A , W

(2)
A , WD.

find m1 and m2 from the following problem:

min
m1,m2

| 2e
j
2

(β+π/M) − (ej
2π
M
m1 + ejβej

2π
M
m2)|2, (5.42a)

subject to m1,m2 = 1 (5.42b)

β ∈ [π/M, 2π/M ]. (5.42c)

By comparing the only two possible feasible points: m1 = 0,m2 = 1 and m1 =

1,m2 = 0, it can be checked that the latter is the solution, i.e., m1 = 1,m2 = 0. Now,
β can be obtained from,

β̂∗ = arg min
β

|2e
j
2

(β+π/M) − (ej
2π
M + ejβ)|2, (5.43a)

subject to β ∈ [0, π/M ]. (5.43b)

By mathematical manipulations, the objective function can be written as 6−8 cos
(
(β−

2π/M)/2
)

+ 2 cos
(
(β − 2π/M)/2

)
, which is non-decreasing for β ∈ [0, π/M ], thus,

β̂∗ = π/M .

In our simulations, we considered R = 4 where the optimal phase-difference is calculated
as β∗ = π/4. It is worth noting that solving the optimization (5.31) with numerical
techniques also results in β∗ = π/4. In Fig. 5.5, possible values of the analog beamformer
entries is shown. It can be seen that as expected 16 points corresponding to the each
combination of the two phase-shifters corresponding to ej2πm1/4 and ej2πm2/4 are scattered
such that the minimum distance between two adjacent points is maximized.
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Subsequently, for a given β, the equivalent analog bemformer is written as, AG =

R
(1)
M + R

(2)
M , therefore, in the proposed structure, the received signal is first combined by

AG ∈ Gβ
M

NR×K where Gβ
M = {ej2πm1/M + ej(β+2πm2/M) : m1,m2 = 0, 1, . . . ,M − 1}. The

baseband beamforming is then performed which is obtained by,

WD = (AH
G (HPFDPFD

HHH + σINR)AG)−1AH
GHPFD. (5.44)

The proposed finite resolution hybrid structure is summarized in Algorithm 3.

5.5 Application to Channel Estimation

In this section, we propose a novel hybrid channel estimation technique based on the hybrid
structure in Section 6.3. We first discuss the problem formulation and then present a non-
parametric hybrid channel estimation that achieves the same performance as of the FD
MMSE channel estimation.

5.5.1 Problem Formulation

We consider channel estimation in a single-cell wireless system where a massive-MIMO BS
serves K single-antenna users, i.e., mobile stations (MSs). The proposed scheme can be
easily adapted to multiple antenna SU channel estimation by letting NT = K and consid-
ering each column of the channel matrix as the channel of a virtual single antenna user.
The BS is equipped with NR and NRF receive antennas and RF chains, respectively.

In time division duplexing, the channel between the BS and users can be obtained by
the uplink channel estimation and put into use in downlink as a result of the reciprocity. In
this case, the transmitted training signals also known as pilots must be orthogonal to each
other to avoid pilot contamination. Therefore, the duration of pilot transmission needs to
be at least K time slots.

Let us consider the same assumptions as [97] where one MS sends pilots in each time slot
and the remaining MSs stay silent. This technique exhibits similar performance to other
orthogonal pilots in block-fading channels [97]. Consequently, it is sufficient to present
channel estimation procedure for one user within the proposed hybrid structure.

Without loss of generality, we consider user number one and for simplicity, we drop
the subscript 1 from h1. For each user, there are T measurements available at the BS for



5 Massive-MIMO Receiver with Hybrid A/D Architecture 86

Algorithm 3 Proposed Hybrid Channel Estimation

Given: R,rc
1. Calculate the eigenvalue decomposition R = UΛUH .
2. Calculate WOpt

c from (5.49).
3. Construct W

(1)
A , W

(2)
A from (5.26) for WFD = WOpt

c .
4. c = 1

2
maxi,j |wp,q|.

5. Calculate the baseband combiner as WD = cUΛ
1
2 .

6. Estimated channel is given by (5.55)
Outputs: W

(1)
A , W

(2)
A , WD.

T transmitted pilot signals. The tth baseband measurement within the proposed hybrid
structure can be written as,

rt = ϕ∗WH
At(
√
ρhϕ+ ñt), (5.45)

where ϕ is the training symbol such that ϕϕ∗ = 1 which is assumed to be the same
signal for all T pilot transmissions and ñt is the AWGN vector of the tth measurement for
t = {1, 2, . . . , T}. Letting nt = ϕ∗ñt which retains the distribution of ñt and concatenating
all T received signals as rc = [rH1 , r

H
2 , ..., r

H
T ]H, we can write,

rc =
√
ρWH

c h + W̃H
c nc, (5.46)

where Wc = [WA1 , ...,WAT ], W̃c = diag{WA1 , ...,WAT } and the concatenated noise vec-
tor is written as, nc = [nT

1 , ...,n
T
T ]T.

5.5.2 Channel Estimation With Proposed Hybrid Structure

Similar to hybrid beamforming techniques, due to non-convexity of the analog combiner,
hybrid channel estimation techniques also suffer from high complexity and poor perfor-
mance. We make the same assumptions as [97] in which the authors presented a linear
channel estimation based on MMSE. The spatially correlated MIMO channel model is con-
sidered, which is the typical model in MIMO scenarios specifically as we are dealing with
mmWave massive-MIMO systems and the spatial channel covariance matrix is given by
R = E{hhH}. While in [97] it is assumed that R is full-rank our solution is not limited to
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such channels and we let rank(R) = r.
Using the Karhunen–Loeve representation, the channel vector can be expressed as,

h = UΛ
1
2η, (5.47)

for some η ∼ CN (0, Ir) where U ∈ CNR×r and Λ ∈ Cr×r are obtained from eigenvalue
decomposition R = UΛUH . We fix T = br/NRF c and by substituting (5.47) in (5.46), we
can estimate η by solving the following optimization problem:

min
Wc

E
{
‖η̂ − η‖2

2

}
(5.48a)

subject to η̂ =
√
ρWH

c h + W̃H
c nc (5.48b)

h = UΛ
1
2η. (5.48c)

The above optimization does not directly admit the conventional optimal solution of a
linear MMSE problem because a rearranged version of the optimization parameter, i.e.,
W̃c, is multiplied to the noise vector. The optimal combiner WOpt

c is given by,

WOpt
c =

√
ρ
( ρ
σ2

(UΛ
1
2 )HUΛ

1
2 + I

)−1
(UΛ

1
2 )H, (5.49)

as shown bellow.
The optimization problem (5.48) has the well-known form of linear MMSE except for

the fact that the noise vector nc and estimation parameter vector η have different sizes and
the corresponding matrices multiplied to these vectors are also different. By expanding
(5.48a), we have,

E
{
‖η̂ − η‖2

2

}
= (
√
ρWH

c UΛ
1
2η + W̃H

c nc − η)H(
√
ρWH

c UΛ
1
2η + W̃H

c nc − η). (5.50)

To find the optimal solution, we can write the gradient of the above equation as

∂

∂Wc

E
{
‖η̂ − η‖2

2

}
= 2ρWH

c UΛ
1
2 (UΛ

1
2 )H − 2

√
ρ(UΛ

1
2 )H + σ2 ∂

∂Wc

Tr
(
W̃cW̃

H
c

)
, (5.51)

by invoking the fact that η and nc are independent random vectors. To solve this equation,
we must first write (5.51) in terms of only Wc. By simple matrix manipulations, one can
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verify that,
Tr
(
W̃cW̃

H
c

)
= Tr

(
WcW

H
c

)
. (5.52)

Therefore, by substituting (5.52) in (5.51) and solving E
{
‖η̂ − η‖2

2

}
= 0, the optimal

solution is given by,

WOpt
c =

√
ρ(UΛ

1
2 )H
(
ρUΛ

1
2 (UΛ

1
2 )H + σ2I

)−1
, (5.53)

which by using the matrix inversion lemma [98] can be written as (5.49).
Implementation can be done using the same approach as Section. 5.3 and by setting

WFD = WOpt
c , analog matrices W

(1)
A and W

(2)
A are calculated as (5.26). Finally, to estimate

the channel, by setting c = 1
2

maxi,j |wp,q|, the digital combiner is designed as,

WD = cUΛ
1
2 . (5.54)

The estimated channel is then obtained by,

ĥ = WDrc. (5.55)

In Algorithm 2, the proposed channel hybrid estimation is summarized. For the multi-
antenna SU, this technique can be similarly implemented to estimate each column of channel
matrix. Each antenna of the multi-antenna user can be viewed as a separate user and
therefore the MU channel estimation technique can be used for multi-antenna user by
estimating the channel between each antenna of the user and BS.

5.6 Simulation Results

In this section, we present simulation results for different scenarios and compare the FD
system with our proposed hybrid structure and recent hybrid designs the literature.
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Fig. 5.6: BER versus SNR of different methods for a massive-MIMO BS with NR = 64
antennas.

Fig. 5.8: Spectral efficiency versus SNR of different methods for a 8 × 64 massive-
MIMO system.

Fig. 5.9: Spectral efficiency versus SNR of different methods for a 4 × 128 massive-
MIMO system.
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Fig. 5.7: BER versus SNR of different methods for massive-MIMO BS with NR = 128
antennas.

First, we present simulation results for SU and MU uplink combining under perfect CSI
where infinte resolution phase-shifters are used in the hybrid structure. We consider the
mmWave channel models introduced in Section II-A with L = 15 for SU scenario where
a uniform linear array configuration is used. The BER performance versus signal-to-noise
ratio (SNR) (SNR=PT/σ2) for 2×64 and 4×128 point-to-point MIMO setups are depicted
in Fig. 5.6 and 5.7, respectively. FD combining, our proposed hybrid realization as well
as hybrid designs in [22, 75, 99], i.e., SOHBF, LINHBFR, and NGHBF, respectively, are
compared by performing computer simulations.

Fig. 5.6 depicts simulation results for a single UE with NT = 2 antennas where 64-QAM
constellation is used with K = 2 symbols per transmission to the massive-MIMO BS with
NR = 64 antennas and NRF = 2 RF chains. For a UE with NT = K = 4 antennas,
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Fig. 5.10: BER versus SNR of FD combining and our design.

16 QAM constellation and BS with NR = 128 receive antenna where NRF = 4, BER
performance is illustrated in Fig. 5.7. It can be seen that in both cases the proposed hybrid
realization matches the performance of the FD systems while outperforming the existing
hybrid designs. The FD systems require NRF = 64 and 128 RF chains whereas the proposed
design achieves the same performance with NRF = 2 and 4 RF chains, respectively.

The spectral efficiency of our proposed hybrid realization is compared to that of the FD
combiner and HBF designs in [22, 75, 99] (i.e., SOHBF, LINHBFR, and NGHBF, respec-
tively) for NRF = NT = K = 8, NR = 64 and NRF = NT = K = 4, NR = 128 in Fig. 5.8
and Fig. 5.9, respectively. As expected, the proposed realization achieves the same rate as
FD systems and has higher rate than existing designs.

For multi-user case, 16-QAM constellation and independent multipath channel model
in Section II-B is used with Lk = 15. We compare FD, our hybrid realization, and hybrid
design in [27] i.e., LIHBF. For K = 8 single antenna users, Fig. 5.10 illustrates the BER
performance versus SNR. It is observed that our design achieves the same performance as
the FD combining and outperforms the robust design in [27], i.e., LIHBF by more than 2
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Fig. 5.11: BER versus SNR of finite-resolution hybrid designs for a 4 × 32 massive-
MIMO system.

dB.
We also study the effect of finite resolution phase-shifters on the performance of the

hybrid beamforming in uplink direction of a massive-MIMO system. We compare our ap-
proach to hybrid designs for finite resolution phase-shifters in [22, 75], i.e., SOHBFR and
LINHBFR, respectively. It is assumed that low resolution phase-shifters, i.e., M = 4 are
available for our design. Phase-shifters with twice of this resolution, i.e., M = 8 is consid-
ered for hybrid structures in [22,75], in order to present a fair comparison. Fig. 5.11 depicts
simulation results for a single UE with NT = 4 antennas where 16-QAM constellation is
used with K = 4 symbols per transmission to the massive-MIMO BS with NR = 32 anten-
nas and NRF = 4 RF chains. For a UE with NT = K = 8 antennas, 4-QAM constellation
and BS with NR = 64 receive antenna where NRF = 8, BER performance is illustrated in
Fig. 5.12. It can be seen that in both cases the proposed hybrid realization outperforms
the existing hybrid designs [22, 75] (i.e., SOHBFR and LINHBFR, respectively).

In order to evaluate the performance of the proposed channel estimation technique, we
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Fig. 5.12: BER versus SNR of finite-resolution hybrid designs for 8×64 massive-MIMO sys-
tem.

consider K = 10 single antenna users and independent mmWave channels with Lk = 8

paths. At each SNR, 100 random cluster positions are generated and for each covariance
matrix, 1000 channel realizations for all the users are simulated. We compare our design
with hybrid design in [97], i.e., PANCH as well as FD channel estimation as the benchmark.
The normalized MSE between the actual and estimated MU channel matrix versus SNR is
plotted in Fig. 5.13 for all the channel estimation techniques. It can be seen that our design
achieves the same performance as the FD channel estimation, while up to 1dB performance
gain is obtained compared to hybrid design in [97].

5.7 Conclusion

In this chapter, we proposed a novel HBF structure for the receiver side of massive-MIMO
communication systems that matches the performance of any given FD combiner. We took
advantage of a matrix decomposition technique that allowed us to realize the FD combiner
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Fig. 5.13: Normalized MSE versus SNR of FD channel estimation and our design for a
massive-MIMO BS with NR = 64 antennas.

by HBF. We also focused on finite-resolution phase-shifters and presented a modified hybrid
structure with phase-offset as an additional degree of freedom in order to improve the system
performance. We then found a closed-form solution for the phase-offset which minimizes the
error between FD combiner and its analog realization. A novel hybrid channel estimation
was also presented based on the proposed hybrid structure that achieves FD performance.
Finally, simulation results were presented to illustrate the advantages of the proposed hybrid
designs to recently published works. In the next chapter, we study robust hybrid combiner
design with imperfect CSI.
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Chapter 6

Robust HBF for Uplink Massive-MIMO
with Imperfect CSI

In this chapter1, we study the design of hybrid A/D beamformers for uplink connection in
massive-MIMO systems under imperfect-CSI. The norm-bounded channel error model is
used to capture characteristics of imperfect CSI in practical systems. The objective function
for the design is formulated based on MMSE worst-case robustness. We consider both SU
and MU reception modes of a mmWave massive-MIMO BS. For the SU scenario, we study
hierarchical beamformer optimization as well as joint precoder/combiner optimization for
users with limited and extended computational capabilities, respectively. These optimiza-
tion techniques are subsequently extended to the MU case where a new hybrid robust
combiner design is proposed. Simulation results are presented confirming the superiority
of our designs when compared to recent robust hybrid designs in the literature.

6.1 Introduction

Deployment of multiple antennas at both transmitter and receiver, i.e., MIMO was un-
doubtedly a huge step up for wireless communication systems. While bandwidth is limited

1Parts of this chapter have been presented at [100]:

• A. Morsali and B. Champagne, “ “Robust Hybrid Analog/Digital Beamforming for Uplink Massive-
MIMO with Imperfect CSI,” in Proc. IEEE Wireless Commun. Netw. Conf. (WCNC), Marrakesh,
Morocco, 2019.
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and increasing SNR increases the capacity only logarithmically, it has been shown that
MIMO channel capacity increases linearly with the number of antennas [6]. Generally, this
is only true if the channel matrix is full-rank which is not always the case, especially in
mmWave systems [9,11]. However, since in massive-MIMO the number of antennas can be
very large, asymptotic limits of random matrix theory do apply and from an information
theoretic point of view, it follows that regardless of the channel characteristics, capacity
increases linearly with the minimum number of antennas employed at either the transmitter
or the receiver [7, 8].

Nevertheless, the practical implementation of mmWave massive-MIMO systems faces
many technical difficulties, and to this day remains very challenging and costly. In particu-
lar, since each antenna element must be driven by a RF chain, the conventional implemen-
tation of massive-MIMO requires as many RF chains as the number of antenna elements.
Even if the design and implementation of a MIMO system with such large number of RF
chains was possible and worth the cost, the power consumption of such a large number of
RF components would seriously limit its potential for application [17].

One the most effective solutions to this problem is HSP [16, 17]. In conventional FD
systems, signal processing is performed in the digital domain by means of dedicated proces-
sors and/or digital circuitry, which requires each antenna to be connected to a dedicated
RF chain. Consequently, the received signal of each antenna is available in the digital
domain [20, 101, 102]. In HSP, another layer of signal processing in the analog domain is
incorporated to the system and by doing so, it becomes possible to reduce the number of
RF chains [22].

In [16], the first attempt was made to realize any FD beamforming by the HBF structure
with two RF chains for the case of a single data stream, i.e., one symbol per transmission.
In [22,23] multi-stream hybrid beamforming designs were presented in which the number of
RF chains must be set equal to the number of symbols per transmission. We also proposed
a single RF chain scheme for realizing any given FD precoding in [74]. The HBF has
an intricate structure where the entries of the RF precoder matrix satisfy unit modulus
constraint (i.e., phase-shifters). Since the ensuing precoder optimization is non-convex,
many works have alternatively focused on designing HBF directly using heuristic iterative
algorithms or reconstruction algorithms [21,22]. Specifically, in [26] and [27], robust hybrid
combiner designs for SU and MU are presented, respectively.

In this chapter, we investigate the design of hybrid analog/digital beamformers for
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Fig. 6.1: Single-user massive-MIMO system.

uplink connection in massive-MIMO systems under imperfect-CSI for both SU and MU
scenarios. The norm-bounded channel error model is used to represent the imperfect CSI
aspects of practical systems while worst-case robustness MMSE is selected as the criterion
to formulate the optimization problem. In the SU scenario, we consider the computational
capabilities of the user for designing the beamformer. For users with limited computational
resources, hierarchical optimization is presented which only puts the burden of robust
calculations on the BS. For users with extended computational capabilities, a more flexible
joint precoder/combiner design is proposed. We then extend these optimization techniques
to propose a new robust hybrid combiner design for MU. Simulation results are presented
confirming the superiority of our design compared to recently published robust hybrid
designs in the literature.

6.2 System Model with Imperfect CSI

We consider the uplink connection of a single-cell wireless system where the massive-
MIMO BS has NR receive antennas and NRF RF chains with NRF � NR. In what follows,
the system formulations of both SU and MU for uplink connection are presented.

SU System Model: For the SU scenario, we consider the general point-to-point MIMO
system where the transmitter is considered to be a multiple-antenna UE. As illustrated
in Fig. 7.1, the UE is equipped with NT antennas and the same number RF chains. The
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Fig. 6.2: Multi-user massive-MIMO system.

received signal at the BS can be written as,

ysu = HsuPs + n, (6.1)

where Hsu ∈ CNR×NT is the point-to-point mmWave MIMO channel matrix, P ∈ CNT×K

and s ∈ AK are the precoder matrix and information symbol vector, respectively, where
A is the selected constellation such as PSK or QAM and K is the number transmitted
symbols. Moreover, n ∼ CN (0, σ2INR) is the AWGN vector.

MU System Model: Without loss of generality, we assume K single antenna users are
served by the BS as depicted in Fig. 6.2. The combined received signal from all K users
with statistical channel inversion power control scheme [27] can be written as,

ymu = Hmus + n, (6.2)

where Hmu ∈ CNR×K can be expressed as,

Hmu = [h1,h2, ...,hK ], (6.3)
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with hk being the the uplink fading channel between kth user and BS. Moreover, s =

[s1, s2, ..., sK ]T is the symbol vector where si denotes the transmitted symbol of ith user.

Hybrid Decoding: For Hi where i = {su,mu}, the total equivalent channel at the BS
can be defined as,

Heq
i ,

HsuP i = su

Hmu i = mu
. (6.4)

We can thus formulate the decoded symbol vector for both cases after hybrid processing
as,

ŝ = (DADD)HHis + ne, (6.5)

where, ne = DH
DDH

An is the effective noise vector after linear combining. Matrices DD ∈
CNRF×K and DA ∈ UNR×NRF are digital and analog combiners where

U = {z ∈ C : |z| = 1}. (6.6)

Analog combiner is implemented by RF phase shifters; therefore, all the entries of matrix
DA are constrained to have the same magnitude. For convenience, let us assume all analog
matrices and vectors have unit magnitude entries, further practical discussions can be found
in [74].

Finally, assuming E{ssH} = I, MSE between transmitted and decoded signals is given
by,

MSE , E{‖ŝ− s‖2} = ‖(DADD)HHeq
i − I‖2

F + σ2‖(DADD)H‖2
F . (6.7)

Imperfect CSI: To represent the imperfect CSI characteristics of a practical system, the
actual channel Hi can be expressed as,

Hi = Ĥi + ∆, (6.8)

where Ĥi is the nominal channel known by the transceiver and ∆ is the error between the
actual channel and the nominal channel which lies in an uncertainty region of E :

E , {∆ : ‖∆‖F ≤ ε}. (6.9)
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6.3 SU Hybrid Combiner Design

We formulate the beamforming design problem based on the philosophy of worst-case ro-
bustness. The robust beamformer for SU can be obtained by solving the following opti-
mization problem in (6.10) where PT is the total power budget at the transmitter:

min
DA,DD,P

max
∆∈E

‖(DADD)H(Ĥsu + ∆)P− I‖2
F + σ2‖(DADD)H‖2

F (6.10a)

subject to Tr(PPH) ≤ PT , (6.10b)

DA ∈ UNR×NRF . (6.10c)

For designing the analog combiner, there are limitations in adjusting the magnitude
of the combiner rows which is crucial in designing the robust combiner. Therefore, we
design the analog combiner for the nominal channel and rely on the digital processing for
robustness. Before designing the analog combiner, let us fix NRF = K, as it is the minimum
possible number of RF chains for decoding the received signal using linear operations [22].
Having the singular value decomposition of the nominal channel as,

Ĥsu = UsuΣsuV
H
su. (6.11)

The optimal FD combiner for eigenbeam transmission is given by [103,104] as,

D = Ua
su, (6.12)

where Usu = [Ua
su,U

b
su] and Ua

su contains the first K columns of Usu. We now formulate
the analog decoder design as,

min
DA

‖DA −D‖2
F (6.13a)

subject to DA ∈ UNR×NRF , (6.13b)

DH
ADA = NRINRF . (6.13c)

Our intentions behind introducing the constraint (6.13c) are threefold: firstly, to avoid
coloring the noise; secondly, maintaining the noise power, and thirdly, to avoid amplifying
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the channel error power after analog decoding. Since this problem is non-convex, we first
relax the unit modulus constraint:

D̂∗A = min
DA

‖D̂A −D‖2
F (6.14a)

subject to ‖D̂A‖2
F ≤ NRFNR, (6.14b)

D̂H
A D̂A = INRF . (6.14c)

Fortunately, the optimization problem (6.14) admits a closed form solution as,

D̂∗A = D(DHD)(1/2). (6.15)

Using (6.15), we arrive at a solution for analog decoder by projecting D̂∗A on the ring U:

DA = projU(D̂∗A), (6.16)

where projU is the following element-wise operation on each entry of the given matrix:

ejθ = projU(αejθ). (6.17)

For simplicity, let us define the equivalent channel after analog combining as,

Ĥe
su , DH

A Ĥsu. (6.18)

Having designed the analog combiner, we can omit the constraint (6.10c) from the
optimization problem (6.10). This problem however is required to be solved by both BS and
UE to jointly optimize the precoder and combiner for worst-case robustness. Nevertheless,
it is possible that the UE does not have enough computational power to perform the extra
required computations. Therefore, we propose beamformer designs for both cases where
the UE can and cannot perform the robustness calculations.

6.3.1 Hierarchical Robust Hybrid Beamformer Design

Here, we explore the case that the UE does not have enough computational resources to
perform joint robust optimization. Thus, hierarchical optimization is performed to design
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beamformers. To do so, we first design the optimal precoding at UE for the equivalent
nominal channel after analog combining i.e., Ĥe

su. Under the assumption that the receiver
is capable of optimal decoding, we can decouple the transmitter and the receiver designs.
Therefore, the precoder can be obtained by solving the following optimization problem [22]:

max
P

log2

(
det(IK +

1

σ2
R−1
n Ĥe

suPPHĤe
su)
)

(6.19a)

subject to Tr(PPH) ≤ PT , (6.19b)

Rn = DH
ADA. (6.19c)

Since we have already designed analog combiner with the constraint (6.13c), for large NR,
we have,

DH
ADA ≈ NRIK . (6.20)

Then, the optimal solution of (6.19) can be analytically calculated [10] using the singular
value decomposition of Ĥe

su:
Ĥe
su = Ue

suΣ
e
suV

e
su
H . (6.21)

The optimal non-robust precoder is given by,

Pnr = Ve
suW, (6.22)

where the diagonal weight matrix W is calculated via water filling [10]. Now, we can
rewrite the worst-case optimization problem as,

min
DD

max
∆∈E

‖DD
H(Ĥe

su + ∆)P− I‖2
F + σ2‖DD

H‖2
F (6.23a)

subject to E = {∆ : ‖∆‖F ≤ ε‖DA‖F}. (6.23b)

Using Theorem 1 in [103], for the chosen precoder, the optimal solution of the above
problem is given by,

DH
D = ΣDUe

su
H , (6.24)
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with ΣD = diag
(
[d1, d2, ..., dK ]

)
and di’s are roots of the following equation:

φ(di) = −2µwi(diγiwi − 1)(diwi − µγi)
(µ− d2

iw
2
i )

2
+ 2σ2di = 0, (6.25)

where µ is an auxiliary variable, wi’s and γi’s are diagonal entries of W and Σe
su, respec-

tively. Simple algorithmic solutions of (6.25) are given in [103].

6.3.2 Joint Robust Hybrid Precoder/Combiner Design

If the SU has enough computational power to perform the robust calculations, the worst-
case beamformer design for the selected hybrid combiner (6.16) can be written as,

min
DD,P

max
∆∈E

‖DD
H(Ĥe

su + ∆)P− I‖2
F + σ2‖DD

H‖2
F (6.26a)

subject to Tr(PPH) ≤ PT . (6.26b)

This problem can be efficiently solved using alternating optimization techniques [17,22,
103]. By fixing P in (6.26), we arrive at (6.23) which we have solved in previous subsection
and by fixing DD, we can write,

min
P

max
∆∈E

‖DD
H(Ĥe

su + ∆)P− I‖2
F + σ2‖DD

H‖2
F (6.27a)

subject to Tr(PPH) ≤ PT . (6.27b)

The optimal solution of (6.27) can be written as [104],

Prob = Ve
sudiag(w), (6.28)

where w = [w1, . . . , wK ]T and wi’s is the allocated power of ith symbol. Here, we present a
suboptimal solution with low computational complexity which can be used in alternating
joint optimization. Pursuing the same guidelines we used to solve (6.23), we can first
calculate ŵ = [ŵ1, . . . , ŵK ]T for the unconstrained optimization (6.27a), where ŵ1’s are the
roots of,

ψ(ŵi) = −2µŵi(diγiŵi − 1)(diŵi − µγi)
(µ− d2

i ŵi
2)2

+ 2σ2di = 0. (6.29)

Note that (6.29) can be solved in a similar fashion as (6.25). Then, to satisfy (6.27b), by
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Algorithm 1 Joint Robust Precoder/Combiner Design

Given: Ue
su, Ve

su
H , PT , ε‖DA‖F

Initializing: P = Ve
su, DH

D = Ue
su
H

1. ΣD = diag([d1, d2, ..., dK ]) where di’s are roots of (6.25).
2. DH

D = ΣDUe
su
H .

3. Calculate w from (6.30).
4. P = Ve

sudiag(w).
5. Iterate until convergence .
Outputs: Prob = P, DH

D .

defining ρ =
√
PT/‖ŵ‖, we have,

w = ρŵ. (6.30)

We summarized our proposed joint robust transceiver design based on alternating op-
timization in algorithm 1. Note that, (6.30) is a simple low-complexity suboptimal power
allocation. In [104], an algorithmic solution is presented to obtain optimal wi’s. Therefore,
if the system can handle the required complicated computations, the optimal robust pre-
coder/combiner design can obtained by changing line 3 of algorithm 1 to: "3. Calculate w

from Algorithm 1 in [104] ".

6.4 MU Hybrid Combiner Design

In this section, we explore robust combiner design for MU scenario by formulating the
worst-case optimization as,

min
DA,DD

max
∆∈E
‖(DADD)H(Ĥmu + ∆)−I‖2

F + σ2‖(DADD)H‖2
F (6.31a)

subject to DA ∈ UNR×NRF . (6.31b)

Comparing the above optimization with (6.10), one can observe that if we set P = IK

in (6.10) we arrive at (6.31). Therefore, In order to solve the above optimization problem
we can use the proposed solution in Section 6.3 by assuming P = IK .
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As a result, considering the singular value decomposition of the nominal MU channel:

Ĥmu = UmuΣmuV
H
,u , (6.32)

the analog combiner is given as,

DA = projU
(
D(DHD)(1/2)

)
, (6.33)

with,
D = Ua

mu, (6.34)

where Umu = [Ua
mu,U

b
mu] i.e., Ua

mu contains the first K columns of Umu. Then, defining
the equivalent channel after analog combining as,

Ĥe
mu , DH

A Ĥmu, (6.35)

and having its singular value decomposition as,

Ĥe
mu = Ue

muΣ
e
muV

e
mu

H . (6.36)

The digital combiner is then obtained from,

DH
D = ΣDUe

mu
H , (6.37)

with ΣD = diag([d1, d2, ..., dK ]) and di’s are roots of the following equation:

φ(di) = −2µ(diγi − 1)(di − µγi)
(µ− d2

i )
2

+ 2σ2di = 0, (6.38)

where µ is an auxiliary variable, and γi’s are diagonal entries of Σe
su. The roots of (6.38)

can be obtained in a similar fashion as (6.25).
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Fig. 6.3: BER versus SNR of robust FD combining and our design in a 8 × 64 massive-
MIMO system.

6.5 Simulation Results

In this section, we present simulation results for both SU and MU cases. To obtain realistic
results, we do not perform simulations only for the worst possible channel in the uncertainty
region, instead the elements of the channel error ∆ are randomly generated according to
zero-mean, i.i.d. Gaussian distributions such that ‖∆‖F = ε. The radius of uncertainty
region ε is calculated by ε2 = s‖Ĥ‖2

F where s ∈ [0, 1). For all the simulations, number of
receive antennas at the BS is set to NR = 64 and the uniform linear configuration is used.
Thus, the array response is given by,

a(φ) =
1√
NR

[1, ejkd sin(φ), ..., ejkd(NR−1) sin(φ)], (6.39)

where k = 2π/λ, and for wavelength of λ we have d = λ/2.
For SU scenario, 8-PSK constellation is used and we consider the following channel
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Fig. 6.4: BER versus SNR of robust FD combining and our design for a 32× 64 massive-
MIMO system.

model for mmWave massive-MIMO with sparse scattering environments [22, 26,74]:

H =

√
NTNR

L

L∑
l=1

αlar(φ
l
r)at(φ

l
t)
H , (6.40)

where, αl ∼ CN(0, 1) is the complex gain of lth path, ar and at are the antenna array
responses of receiver and transmitter, respectively. φlr and φlt are arrival and departure
angles and have uniform distribution over [0, 2π).

For UE with NT = 8 transmit antennas, Ns = 4 symbols per transmission, s = 0.01

and mmWave channel with L = 10 paths, Fig. 6.3 depicts the BER performance versus
SNR (SNR=PT/σ2) for fully digital beamforming, our proposed hierarchical design in Sec-
tion 6.3.1, and hybrid robust design in [26], i.e., MOHBF. While there is around less than
1 dB gap between our design and fully digital beamforming, our proposed design outper-
forms [26] by more than 6 dB. Simulation results for the case where both BS and UE
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Fig. 6.5: BER versus SNR of robust FD combining and our design for a 64 massive-
MIMO BS and K = 8 users.

perform joint robust optimization are illustrated in Fig. 6.4. The UE is equipped with
NT = 32 transmit antennas, and the reset of parameters are set as follows: Ns = 8 symbols
per transmission, s = 0.03 and mmWave channel with L = 15. The results expectedly
confirm the superiority of our design to the recently published robust design [26].

For multi-user case, 16-QAM constellation and independent multipath channel model
[27] is used. The mmWave channel vector of kth user can be modelled as,

hk =

√
NR

LK

Lk∑
l=1

αk,lar(φ
l), (6.41)

where αk,l ∼ CN(0, pk,l) is the complex gain of lth path and,

1

Lk

k∑
l=1

pk,l = 1, (6.42)
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for normalization purposes.
We compared our design with robust hybrid design in [27], i.e., LIHBF, as well as FD

decoder as the benchmark. For K = 8 single antenna users, and independent mmWave
channels with Lk = 15 with s = 0.001, Figs. 6.5 illustrates the BER performance versus
SNR. It cn be observed that our design has a margin of 1 dB to the fully digital combining
and outperforms the robust design in [27] by more than 1 dB.

6.6 Conclusion

In this chapter, we proposed robust HBF designs for uplink connection in massive-MIMO
communication systems. Specifically, both SU and MU modes of reception in the uplink
direction of a single-cell configuration with massive-MIMO BS were considered. The norm-
bounded channel error was used to capture the imperfect CSI conditions while the objective
function was formulated based on the worst-case robustness MMSE. For the SU uplink
scenario, we presented hierarchical optimization as well as joint optimization depending on
the UE capabilities to perform extra calculations required for robust transceiver design.
We then proposed robust hybrid combiner design for the MU uplink connection. Finally,
simulation results were presented to demonstrate the superiority of our design over recently
published hybrid designs. In the next chapter, we present a generalized framework for
analog/digital signal processing.
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Part III

Generalized Hybrid A/D Signal
Processing
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Chapter 7

Generalized Framework for Hybrid A/D
Signal Processing

In this chapter1, we explore the hybrid A/D structure as a general framework for signal
processing in massive and ultra-massive-MIMO systems. To exploit the full potential of the
analog domain, we first focus on the analog signal processing (ASP) network. We investigate
a mathematical representation suitable for any arbitrarily connected feed-forward ASP
network comprised of the common RF hardware elements in the context of hybrid A/D
systems, i.e., phase-shifter and power-divider/combiner.

A novel ASP structure is then proposed which is not bound to the unit modulus con-
straint, thereby facilitating the design of hybrid A/D systems. We then study MIMO
transmitter and receiver designs to exploit the full potential of digital processing as well. It
is shown that replacing the linear transformation in the digital domain with a generic map-
ping can improve the system performance. In some cases, the performance of optimal FD
MIMO systems can be achieved without extra calculations compared to sub-optimal hy-
brid A/D techniques. An optimization model based on the proposed structure is presented
that can be used for hybrid A/D system design. Specifically, precoding and combining

1Parts of this chapter have been submitted to USPTO and published in [105]:

• A. Morsali, A. Haghighat and B. Champagne, “Generalized Framework for Hybrid Analog/Digital
Signal Processing in Massive and Ultra-Massive-MIMO Systems,” IEEE Access, vol. 8, pp.
100262–100279, 2020.

• A. Morsali, A. Haghighat, and B. Champagne,“ Efficient Receiver Combining for Hybrid Ana-
log/Digital Beamforming,” U.S. Patent, PCT/US2020/024318, March 23, 2020.
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designs under different conditions are discussed as examples. Finally, simulation results
are presented which illustrate the superiority of the proposed architecture compared to the
conventional hybrid designs for massive-MIMO systems.

7.1 Introduction

Massive-MIMO and ultra-massive (UM)-MIMO systems operating in mmW/Terahertz (THz)
bands are the prime candidates for B5G cellular networks [7, 8, 11, 13]. In fact, BSs with
64 antennas have been recently deployed for commercial use in some countries [14]. More-
over, an extensive theory for massive MIMO has been developed in recent years, including
capacity and spectral efficiency analysis, system design for high energy efficiency, pilot con-
tamination, etc. However, implementation of such systems faces many technical difficulties,
and to this day remains very challenging and costly [9,15]. In conventional FD MIMO sys-
tems, each antenna element requires a dedicated RF chain. The direct FD implementation
for massive-MIMO/UM-MIMO systems, however, is not practical and efficient due to the
ensuing high production costs and more importantly, huge power consumption.

HSP is an effective approach to overcome this problem by cascading an ASP network to
the baseband digital signal processor [16,17]. While in conventional FD MIMO transmitters
[18–20], each antenna element is directly controlled by the digital processor, in an HSP-
based transmitter, the digital processor generates a low-dimensional RF signal vector, whose
size is then increased by analog circuitry for driving the large-scale antenna array. Similarly,
in an HSP-based receiver, the size of the large-dimensional vector of antenna signals is
reduced by an ASP network, whose outputs are then converted to the digital domain by
means of RF chains for baseband processing.

There are practical constraints in the implementation and design of ASP networks
and only a few types of RF components are commonly used in practice. Specifically,
the power-divider (splitter), power-combiner (adder), and phase-shifter are the key analog
components of the ASP design [21–29,99]. In the existing hybrid beamforming structures,
due to the particular configuration of the aforementioned analog components, a constant
modulus constraint is imposed on the analog beamformer weights which generally turn
beamforming design into intractable non-convex optimization problems [21,22].
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Related Works

In one of the earliest works in this field [16], it is shown that for a single data stream, two
RF chains are required to achieve the performance of a FD combiner. This technique was
extended to multiple stream beamforming (i.e., precoding/combining) where the required
number of RF chains must be twice the number of the data streams [22,23]. In Chapter 3, we
proposed a single RF chain FD precoding realization. Many researchers, however, focused
on developing the hybrid beamformers directly by solving non-convex design optimization
problems [21–29].

In [21], the beamformer design was formulated as the minimization of the Euclidean
distance between the hybrid beamformer and the FD one. Then, by taking into account the
sparse characteristics of the mmWave channels, compressed sensing (CS) techniques were
presented to solve the underlying optimization problems. The same authors, extended their
results to wide-band systems in [60]. This approach was later used in [29] and [24] where in
the latter, manifold optimization algorithms as well as other low-complexity algorithms were
used for hybrid beamformer design. Directly tackling the non-convex design optimization
problems was attempted in [22] where the authors took advantage of orthogonalization
techniques and exploited the sparsity of the channel for designing the hybrid beamformers.
These results were then extended to wide-band systems in [65]. In [75], the Gram-Schmidt
method was used specifically in uplink MU scenario for designing robust low-complexity
beamformers. Robust beamformers for SU were studied in [26] by minimizing the sum-
power of interfering signals. In [25], a simple non-iterative algorithm was proposed for
hybrid regularized channel diagolnalization and in [75] the MSE was chosen as the cost
function for designing the hybrid beamformers.

The majority of the above works consider a fully-connected architecture, i.e., each RF
chain is connected to all of the antenna elements. Alternatively, in a sub-connected archi-
tecture, only a subset of RF chains are connected to each antenna [24,106,107]. Recently, a
dynamic sub-connected hybrid architecture has been proposed in [107] for multi-user equal-
ization in wideband millimeter-wave massive MIMO systems, based on the minimization
of the sum of MSE over multiple subcarriers. Although sub-connected designs require less
RF components, fully-connected ones can achieve a superior performance in theory. Hence,
in this study, we investigate properties of fully-connected ASP networks.
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Contributions and Organization

In this chapter, our goal is to investigate and exploit the full potential of HSP in massive-
MIMO systems. Aiming at this challenge, we can summarize our contributions as follows:

• We first explore the degrees of freedom in the analog domain by developing a compact
mathematical representation for any given feed-forward ASP network with arbitrary
connections of any number of RF components, i.e., phase-shifters, power dividers and
power combiners.

• Based on the above generalization, a simple and novel ASP architecture is conceived
out of the above RF components, which is not bound to the constant modulus con-
straint. Removing this constraint facilitates system design as non-convex optimiza-
tions are difficult to solve and global optimality of the solutions cannot usually be
guaranteed.

• The transmitter and receiver sides are then studied separately by exploiting the
newly proposed ASP architecture and generalizing generalizing the digital process-
ing. Specifically, the optimization problem for the HSP beamformer is reformulated
within the new representation framework, which facilitates its solution under a variety
of constraints and requirements for the massive MIMO system.

• The realization of optimal FD by HSP and the problem of RF chain minimization are
presented as guideline examples to illustrate potential applications of the proposed
theoretical framework.

• Simulation results of optimal beamformer designs with the proposed architecture are
finally presented. The results demonstrate that the new designs can achieve the same
performance as the corresponding optimal FD system and hence, outperform recently
published hybrid beamformer designs.

7.2 System Model

We consider a generic point-to-point massive-MIMO system where the transmitter and
receiver are equipped with NT and NR antennas as well as MT and MR RF chains, re-
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Fig. 7.1: Conventional HSP architecture for single-user massive-MIMO System.

spectively. In the context of HSP, due to practical constraints, it is further assumed that
MT � NT and MR � NR.

7.2.1 Conventional hybrid beamforming

Fig. 7.1 illustrates a point-to-point massive-MIMO system with conventional hybrid beam-
forming implemented at both ends. The transmitted signal over one symbol duration Ts

can be formulated as,
x =
√
ρPAPDs, (7.1)

where s = [s1, s2, ..., sK ]T is the symbol vector with zero-mean random information symbols
sk’s taken from a discrete constellation A (such as M-QAM or M-PSK), normalized such
that E{ssH} = IK and, ρ is the average transmit power. Matrices PD ∈ CMT×K and PA ∈
UNT×MT are the digital and analog precoders, respectively, where U = {z ∈ C : |z| = 1}
and for normalization purposes, it is further assumed that ‖PAPD‖2

F = 1.
The received signal can then be written as

y = Hx + n, (7.2)

where H ∈ CNR×NT is the MIMO flat fading channel matrix such that E{‖H‖2
F} = NTNR

and n ∼ CN(0, σ2INR) is an AWGN vector. The decoded symbols after hybrid processing
can be expressed as

ŝ = DDDAy, (7.3)
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Fig. 7.2: HSP-based massive-MIMO transmitter modules.
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Fig. 7.3: HSP-based massive-MIMO receiver modules.

where DD ∈ CK×MR and DA ∈ UMR×NR are the digital and analog combiners, respectively.

7.2.2 Generalized HSP system formulation

In this work, we consider a more general formulation for HSP that extends the cascaded
structure of analog and digital linear transformations presented in Subsection 7.2.1. We
will see that this formulation can in fact bring simplifications to the conventional linear
MIMO precoding/combining techniques.

In the generalized HSP-based massive-MIMO transmitter, as shown in Fig. 7.2, the
symbol vector s is first applied as input to the digital signal processor, whose output is a
baseband signal vector expressed as,

xBBT = FT (s) ∈ CMT , (7.4)
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Fig. 7.5: An example of an arbitrary ASP network.

where FT : AK → CMT is the corresponding mapping from AK to CMT . Then, MT parallel
RF chains convert the baseband signal vector xBBT into a bandpass modulated RF signal
vector xRFT . The latter is next input to the ASP network whose output is the transmit
signal vector, which can be expressed as

xT =
√
ρGT (xRFT ) ∈ CNT , (7.5)

where GT : CMT → CNT is the corresponding mapping.
As shown in Fig. 7.3, the received RF signal y following from the noisy MIMO trans-

mission as in (7.2) is first applied as input to the ASP network, yielding,

xRFR = GR(y) ∈ CMR , (7.6)
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Fig. 7.6: Using Proposition 7.1 for rearranging the ASP network in Fig. 7.5.

where GR : CNR → CMR . The RF signal vector xRFR is next converted to baseband vector
xBBR by MR RF chains. Finally, xBBR is processed in digital domain to obtain the decoded
symbols,

ŝ = FR(xBBR ). (7.7)

where FR : CMR → AK .
While only a power constraint is imposed on the baseband mappings FR and FT , the

RF mappings GR and GT must be implemented by RF analog components which constrain
these transformations as discussed in the following section.

7.3 Analog Signal Processing Network

In this section, aiming at exploiting the full potential of the analog domain, we develop
a mathematical formulation for the ASP network represented by the RF mappings GT
and GR in the previous section. Specifically, instead of focusing on the conventional ana-
log beamformer structure used in the recent literature [21–29], we consider an arbitrarily
connected network of phase-shifters, power dividers and power combiners. In our develop-
ments, signal-flow graph concepts are used which provide valuable insights for analysis of
linear networks [108,109].

Let us start by formally introducing the individual RF components comprising the ASP
networks. The input-output (I/O) relationship of a phase-shifter is given by b = ejθa where
a, b ∈ C are the input and output, respectively, and θ ∈ [0, 2π] controls the phase difference
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between them. In this work, in order to explore the performance limits of ASP networks
and find a compact representation for any arbitrarily connected ASP with common RF
components, we consider infinite resolution phase shifters. The passive power combiner
and power divider are implemented by the same RF multi-port network but their port
configuration is different. For instance, the ideal µ-way Wilkinson power divider is an µ+1

port RF network which can act as an equi-power divider if the input signal is applied to
its port 1 and the outputs are taken from ports 2 to µ + 1 [110]. Conversely, it acts as a
combiner if the inputs are applied to port 2 to µ+ 1 and the output is taken from port 1.

To obtain a unified model for any possible ASP network with M input ports and N

output ports using primary modules (i.e., phase-shifter, power divider and power combiner),
we first present a convenient multi-port matrix representation of each component. We also
include a permutation operation which does not require additional hardware and is used
mainly for the sake of mathematical simplification. The I/O relationship of the components
are defined below in terms of their input and outputs represented by vector a and b,
respectively.

• Single phase-shifter : As illustrated in Fig. 7.4a, for vector a,b ∈ Cη, the correspond-
ing η × η matrix only changes the phase of the γth element of the RF input signal a,
which can be expressed as,

b =Φ(γ, φ, η)a, (7.8a)

Φ(γ, φ, η) =bd(Iγ−1, e
jφ, Iη−γ) ∈ Cη×η. (7.8b)

• Single power divider : For input vector a ∈ Cη and output vector b ∈ Cη′ , the
corresponding η′ × η matrix divides the γth element of the input RF signal into
µ equi-power signals and the remaining RF branches are not altered, and hence,
η′ = η+µ− 1. As illustrated in Fig. 7.4b, this operation can be described by a block
diagonal matrix:

b = Q(γ, µ, η)a, (7.9a)

Q(γ, µ, η) = bd(Iγ−1,
1
√
µ

1µ, Iη−γ). (7.9b)

• Single power combiner : This transformation can be represented by the transpose of
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Fig. 7.7: ASP sub-networks

the single power divider matrix Q(γ, µ, η). Consequently, for input vector a ∈ Cη′

and output vector b ∈ Cη the corresponding matrix combines µ adjacent RF signals
into the γth output signal and the rest of the RF branches are not altered. As seen
from Fig. 7.4c, we can write,

b = Qt(γ, µ, η)a. (7.10)

• Permutation matrix : This transformation shown in Fig. 7.4d corresponds to rear-
rangement of the elements of vector a ∈ Cη into vector b ∈ Cη according to a
permutation π : {1, ..., µ} → {1, ..., µ}. This can be expressed as,

b = Pπa, (7.11)

where Pπ = [eπ1 , ..., eπM ]t, and ei denotes a column vector of zeros except for its ith

element which is one.

Having introduced a matrix representation of the RF components, we can now seek the
mathematical formulation for any given ASP in terms of these matrices.

Proposition 7.1. Any given RF network, with N input and M output ports, implemented
by arbitrary feed-forward connections of T RF components (i.e., phase-shifters, power com-
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biners and power dividers) can be modeled as follows,

b = AuT (θT )PπT . . .Au2(θ2)Pπ2Au1(θ1)Pπ1a

,
T∏
i=1

Aui(θi)Pπia,
(7.12)

Aui(θi) =


Φ(γ, φ, η), where θi ≡ (γ, φ, η) if ui = 1

Q(γ, µ, η), where θi ≡ (γ, µ, η) if ui = 2

Qt(γ, µ, η), where θi ≡ (γ, µ, η) if ui = 3

,

where a ∈ CN and b ∈ CM are the input and output RF signals, respectively, and θi is a
3-tuple containing the parameters of the ith RF component.

Proof. The matrix representation of the RF components in (7.8)-(7.10) are introduced such
that the input and output signals can be of any size and thus can include RF branches
that are not affected by the RF component. Consequently, we can sort the RF components
such that the input of each RF component is the output of another RF component except
for the first component. Let us denote the input and output of the ith RF component as
ai and bi, respectively. Consequently, we have bi−1 = ai, a1 = a and b = bT . To be more
precise the following algorithm is used to assign the index i for i = 1, 2, ..., T to each RF
element:

for i← 1 to T do
1. Find an RF component whose input is ai;
2. Assign index i to that RF component ;
3. Denote the output as bi;
4. ai+1 = bi;

end
Note that step 1 has always an answer because of how ai and bi are defined. Moreover,

it is possible that more than one RF component satisfy the condition in step 1. In these
cases, the components are parallel, i.e, the signals are simultaneously entering them and any
ordering of these components is acceptable. Now, for i = 1, 2, ..., T we can write bi in terms
of ai. If the ith RF component is a phase-shifter, a power divider, or a power combiner, then
we have bi = Φ(γ, φ, η)Pπai, bi = Q(γ, µ, η)Pπai, or bi = Qt(γ, µ, η)tPπai, respectively.
Note that, if the order of the signals is not changed before the ith component, we have
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Pπ = I. Hence, the given ASP can be expressed as in (7.12).

To illustrate the application of this result, consider the ASP network example in Fig. 7.5.
By using the indexing scheme introduced in the Proof of Proposition 7.1, this network
can be reorganized as a product of basic RF transformations as shown in Fig. 7.6. Note
that in the latter figure, permutation matrices only appear before the 7th and 15th RF
components; for the remaining components the permutation is an identity matrix (not
shown for simplicity). It is worth mentioning that the indexing is not unique and parallel
components can be swapped, for instance, the order of u2, u3 and u4 does not affect the
I/O relationship of the ASP network.

In the following theorem, we present five commutative properties of matrices Φ(γ, φ, η),
Pπ, Q(γ, µ, η), and Qt(γ, µ, η) which later will be used to rearrange the RF components
for further simplifications.

Theorem 7.1. For each one of the following products of two basic RF component matrices
on the left, there exists an equivalent matrix factorization as given on the right of the
equality sign:

Q(γ, µ, η)Pπ = Pπ′Q(π(γ), µ, η), (7.13)

PπQ
t(γ, µ, η) = Qt(π(γ), µ, η)Pπ′ , (7.14)

Q(γ1, µ1, η1)Qt(γ2, µ2, η2)

=
J ′∏
j=1

Qt(γ′j, µ
′
j, η
′
j)Pπ′

J ′′∏
j′=1

Q(γ′′j′ , µ
′′
j′ , η

′′
j′),

(7.15)

Q(γ1, µ, η1)Φ(γ2, φ, η2) =
J∏
j=1

Φ(γ′j, φ
′
j, η
′
j)Q(γ′, µ′, η′), (7.16)

Φ(γ1, φ, η1)Qt(γ2, µ, η2) = Qt(γ′, µ′, η′)
J∏
j=1

Φ(γ′j, φ
′
j, η
′
j). (7.17)

The definitions of the parameters appearing on the right hand side of these identities are
given in the proof.

Proof. See Appendix A.
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Next, we introduce three ASP sub-networks and their compact equivalent representa-
tions; these will play a key role in establishing our main results in Theorems 7.2 and 7.3.

• Phase-shifter network : This sub-network is obtained by cascading J basic phase
shifter matrices (with accompanying permutations) of common size Np, i.e.,

J∏
j=1

Φ(γj, φj, Np)Pπj = EvPπ, (7.18)

where, as illustrated in Fig. 7.7a:

Ev = diag(v), (7.19)

with v = [ejφ1 , ejφ2 , ..., ejφNp ]t ∈ UNp .

• Power divider network : By cascading J power divider matrices of compatible sizes,
we obtain,

J∏
j=1

Q(γj, µj, ηj) = PπDdPπ′ , (7.20)

where, as illustrated in Fig. 7.7b,

Dd = bd(
1√
δ1

1δ1 ,
1√
δ2

1δ2 , . . . ,
1√
δNd

1δNd , I), (7.21)

with d = [δ1, δ2, . . . , δNd ]
t, and

∑Nd
i=1 δi = Md, which is equivalent to an RF network

that divides Nd RF signals into a total of Md signals. The presence of the identity
matrix in (7.21) accounts for branches that are not divided.

• Power combiner network : By cascading J power combiner matrices, we obtain,

J∏
j=1

Qt(γj, µj, ηj)Pπj = PπCdPπ′ , (7.22)

where, as illustrated in Fig. 7.7c,

Cd = bd(
1√
δ1

1tδ1 ,
1√
δ2

1tδ2 , . . . ,
1√
δMc

1tδMc , I), (7.23)
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Fig. 7.8: ASP network equivalent to the ones in Figs. 7.5 and 7.6.

with d = [δ1, δ2, . . . , δMc ] and
∑Mc

i=1 δi = Nc, which is equivalent to an RF network
that combines Nc RF signals into Mc signals.

The validity of the identities in (7.18), (7.20) and (7.22) is demonstrated in Appendix B.1.
We can now derive a mathematical expression for the representation of any given ASP net-
work.

Theorem 7.2. Any arbitrarily connected feed-forward ASP network with M inputs and
N outputs, implemented by a total number of T phase-shifters, power dividers, and power
combiners can be modeled as,

b =
1√
MN

Aa, (7.24a)

A ∈ ŬN×M , (7.24b)

where a ∈ CM and b ∈ CN are the input and output signals, respectively, and Ŭ = {z ∈
C : |z| ≤ 1}. That is, all the entries of matrix A have magnitude less or equal to 1.

Proof. See Appendix C

Going back to our previous example in Fig. 7.5 and Fig. 7.6, the ASP network in the
latter figure can be transformed into that of Fig. 7.8, for which the 2 × 2 transformation
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Fig. 7.9: Proposed ASP architecture.

matrix A satisfies the condition of the theorem. Now, we investigate whether any matrix
in the convex set ŬN×M can be realized by an ASP.

Theorem 7.3. Any given matrix A ∈ ŬN×M can be realized by an ASP network with a
total number of T = 2MN + M + N RF components, i.e., N dividers, M combiners, and
2NM (unit-modulus) phase shifters, as shown in Fig. 7.9.

Proof. The output of the ASP in Fig. 7.9, corresponding to the input vector a, can be
expressed as,

bi =
1√
2M

M∑
k=1

( ak√
2N

ejφ
1
k,i +

ak√
2N

ejφ
2
k,i
)

(7.25a)

=
1√
MN

M∑
k=1

ak
(1

2

2∑
l=1

ejφ
l
k,i
)
. (7.25b)

In (7.25a), since bi is the output of a 2M -way combiner, the normalization factor 1√
2M
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appears from (7.9). Similarly, the kth input, i.e., ak is divided into 2N branches which
according to (7.9) introduces a normalization factor of 1√

2N
. Subsequently, for a given

A ∈ ŬN×M , we have Aki ≤ 1, and by invoking Lemma 7.1 (presented after the proof),
there exist angles φlk,i’s such Aki = 1

L

∑L
l=1 e

jφlk,i where the minimum possible value of L is
two, i.e., Aki = 1

2
(ejφ

1
k,i + ejφ

2
k,i). Therefore, we have,

bi =
1√
MN

M∑
k=1

Akiak, (7.26)

where A ∈ ŬN×M . Moreover, 2M phase-shifters are required for each element of b and
consequently, a minimum of 2MN phase-shifters are needed.

Lemma 7.1. Any complex number z where 0 ≤ |z| ≤ L for L ≥ 2 can be written as:
z =

∑L̄
l=1 e

jθl where L̄ = L+ (L mod 2), θl ∈ [0, 2π] and θl’s may be non-unique.

Proof. The proof for L = 2 is presented in [23], thus, for a given 0 ≤ |z′| ≤ 2 we have
z′ = ejθ1 + ejθ2 . Thus, it is sufficient to provide the proof for L = 2L′ and then L = 2L′+ 1

when L ≥ 2.
For L = 2L′: We have L̄ = 2L′ , thus, we can write z = L′z′ where 0 ≤ |z′| ≤ 2.

Therefore, we can similarly write z = L′(ejθ1 + ejθ2) = L′ejθ1 + L′ejθ2 . Then by writing
L′ejθ1 =

∑L′

l=1 e
jθ1 and L′ejθ2 =

∑L′

l=1 e
jθ2 we can write z =

∑L′

l=1 e
jθ1 +

∑L′

l=1 e
jθ2 which

follows z =
∑2L′

l=1 e
jθ′l where θ′l = θ1 for l = 1, 2, ..., L′ and θ′l = θ2 for l = L′ + 1, ..., L.

For L = 2L′ + 1: We have L̄ = 2(L′ + 1), thus from the above case there exist θ′l’s such
that z =

∑2(L′+1)
l=1 ejθ

′
l .

Remark 7.1. The significant result of Theorem 7.3, is that any A ∈ ŬN×M can be imple-
mented with an ASP structure using conventional RF components, i.e. combiners, dividers
and phase shifters, whose input-output relationship is not bound to the unit modulus con-
straint. That is, while the individual phase-shifter components satisfy this constraint, the
overall transformation matrix implemented by the proposed structure in Fig. 7.9 is no longer
restricted to the unit modulus constraint. Thus, the troubling non-convexity constraint found
in the literature on hybrid beamforming literature can be lifted from the design optimization
problems.
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Remark 7.2. According to the above proof, non-unique solutions for phase-shifter may
exist. This additional degree of freedom can be considered when designing the ASP net-
work based on the requirements and constraints of the analog system. By writing Ap,q =

|Ap,q| exp(j∠Ap,q), one possible solution for φ1
k,i and φ2

k,i is given by,

φ1
k,i = ∠Ap,q + cos−1(|Ap,q|) (7.27a)

φ2
k,i = ∠Ap,q − cos−1(|Ap,q|). (7.27b)

In the conventional hybrid structure T = MN + M + N RF components are required
[21–29]. In contrast, the proposed ASP structure requires MN additional phase-shifters, for
a total of T = 2MN+M+N RF components. These additional components, when employed
as in Fig. 7.9, allow to lift the constant modulus constraint for the overall transformation.

Remark 7.3. It is worth mentioning that since for wide-band systems it is desirable to have
a common ASP network for the entire band [60, 65, 75] the proposed structure can be used
for MIMO-OFDM systems. Particularly, since the proposed ASP structure is not bound to
constant modulus constraint, it simplifies the design of hybrid MIMO-OFDM beamformers.

7.4 Transmitter and Receiver Design with Generalized HSP

While the previous section focused on the realization of the RF mappings GR and GT , as
defined in (7.5) and (7.6), using basic RF components, in this section we turn our attention
to the baseband mappings FR and FT as defined in (7.7) and (7.4), respectively. To this
end, we consider the ASP network in Fig. 7.9 for GT and GR and consequently, (7.5) and
(7.6) are replaced by,

GT (xRFT ) = ATxRFT , (7.28a)

GR(y) = ARy, (7.28b)

where AT ∈ ŬNT×MT and AR ∈ ŬMR×NR . We first focus on the transmitter and then on
the receiver design.
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7.4.1 HSP Design at the Transmitter

Considering (7.4), (7.5), and (7.28a), the transmitted signal of the generalized HSP can be
written as follows,

xT =
√
ρATFT (s). (7.29)

In the literature on hybrid beamforming, FT is usually a linear transformation, i.e., xT =
√
ρATPs, where P ∈ CMT×K is the precoding matrix. We first explore the properties

and implementation of FT , and then discuss the design of FT and AT at the HSP-based
transmitter.

Let DT (s) denote the transformation that generates the desired transmitted signal from
the given vector symbol s. In effect, this function can represent a generic communica-
tion technique at the transmitter side. For instance, the optimal eigen-mode precoding is
obtained by solving the following problem:

max
P

log2 det(INR + HPPHHH), (7.30a)

subject to Tr(PPH) ≤ PT . (7.30b)

The solution is given by
P = VΥ, (7.31)

where the diagonal weight matrix Υ is calculated via water filling [10] and V is a unitary
matrix obtained from singular value decomposition of the channel matrix, i.e.,

H = UΣVH . (7.32)

Consequently, for this particular precoding scheme, we have,

DT (s) = VΥs. (7.33)

Note that nonlinear beaforming, channel estimation, space-time coding and many other
techniques can also be represented by DT (s).

From (7.29), in order to generate the same transmit signal as a given DT (s) via an
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HSP-based transmitter, we need to find AT and FT (.) such that,

ATFT (s) = DT (s), (7.34)

holds for all symbol vectors s. Hence, since DT (s) is given, FT (s) can be defined as the
following set, or multi-valued function:

FT (s) , {x ∈ CK : ATx = DT (s)}. (7.35)

Note that while it might be very difficult to explicitly construct the mapping FT (.), ob-
taining its output, i.e., FT (s) is simple because the value of DT (s) is available. In other
words, since the output of the HSP-based transmitter is given, i.e. DT (s), it is sufficient to
calculate the desired output of FT (.) rather than implementing the mapping itself.

From (7.4) and (7.35), we can rewrite (7.34) as,

ATxBBT = DT (s), (7.36)

which means that in general the HSP objective is to find AT and xBBT such that (7.36) is
satisfied for the given DT (s). This objective guarantees that the HSP-based system achieves
the same performance as the FD one, i.e., DT (s). However, many variations can be derived
according to the conditions and constraints of the system, which opens new avenues for
investigation in this area.

In practice, depending on the system constraints, one may wish to design AT , xBBT
and possibly some other system parameters represented by vector p on the basis of some
optimization criterion. For instance, the following generic optimization problem can be
used for obtaining the HSP parameters,

min
AT ,x

BB
T ,p

E{‖ATxBBT −DT (s)‖2}, (7.37a)

subject to C(AT ,x
BB
T ,p), (7.37b)

where C(AT ,x
BB
T ,p) represents the system constraints. Alternatively, this could be for-
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mulated as

optimize
AT ,x

BB
T ,p

f(AT ,x
BB
T ,p), (7.38a)

subject to ATxBBT = DT (s). (7.38b)

where f(.) is the chosen cost function based on the objectives of the system. Note that the
power constraint is not necessary as it can be taken into account when designing DT (s).
One obvious choice is f(AT ,x

BB
T ,p) = 1, in which case AT must be designed such that for

some set S ⊂ AK , we have DT (s) ∈ span(AT ),∀s ∈ S, where span(AT ) denotes the span of
AT . Consequently, the baseband signal is obtained from xBBT = A†TDT (s) where A†T is the
Moore Penrose inverse of matrix AT . In what follows, we present different cost functions
for designing precoding matrices with HSP.

Unconstrained FD Precoding for MT ≥ K

For MT ≥ K it is possible to realize any given FD precoder. As an example, we ex-
plore optimal eigen-mode precoding, although any other precoding matrix can be obtained
in the same fashion. We first consider the case MT = K and subsequently discuss the
modifications needed for MT ≥ K.

From (7.33) and (7.36), both AT and xBBT must be designed such that,

ATxBBT = VΥs. (7.39)

Since AT is of size NT ×MT , this problem, for MT = K, has the following simple solution:

AT =
1

p0

VΥ, (7.40a)

xBBT = p0s, (7.40b)

where p0 = ‖vec(VΥ)‖∞.
In the case MT > K, one possible solution that achieves the same performance as

the FD precoding is to append MT −K zeros to the solution xBBT in (7.40b) and set the
corresponding columns of AT in (7.40a) to zero.
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Note that no constraint is enforced on the system and similar to existing hybrid solutions
in the literature, AT must be updated according to the channel coherence time, denoted
as Tc in the sequel. Since s changes after every symbol duration Ts, xBBT is also updated
every Ts.

Unconstrained FD Precoding for MT < K

In this case, from using either (7.38) or (7.38), it is possible to obtain various hybrid
beamformer designs depending on the system requirements. Here, we aim at minimizing
the Euclidean distance between the eigen-mode FD precoder in (7.31) and the hybrid
beamforming matrix AT . However, since the former has size NT ×MT while the latter has
size NT ×K, we first find a beamforming matrix ÂT of size NT ×MT subject to a rank MT

constraint, i.e.,

min
ÂT

‖ÂT −VΥ‖2 (7.41a)

subject to rank(ÂT ) = MT . (7.41b)

Since here Υ = [diag(υ1, υ2, ..., υK),0K×(NT−K)]
t, we can write the solution for the above

problem as,

ÂT = V

[
diag(υ1, υ2, ..., υMT

, 0, ..., 0)

0(NT−K)×K

]
. (7.42)

Now by defining,

AT = V

[
diag(υ1, υ2, ..., υMT

)

0(NT−MT )×MT

]
, (7.43)

we can obtain xBBT by solving,

min
xBBT

‖ATxBBT −VΥs‖2, (7.44)

which yields,
xBBT = [IMT

,0MT×(K−MT )]s. (7.45)
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Minimum number of RF chains with fast phase-shifters

If we do not have a constraint on the update rate of the analog components, we can reduce
the number of RF chains by solving the following problem:

min
AT ,x

BB
T

MT , (7.46a)

subject to ATxBBT = DT (s). (7.46b)

This problem is shown to have non-unique solution forMT = 1 where DT (s) = VΥs in [74]
but essentially the same solution is valid for any other transmit function DT (s). Note that
in this case the ASP must be updated after every symbol duration Ts.

7.4.2 HSP Design at the Receiver

Similar to the previous subsection, let us assume that the ideal FD decoder that maps the
received RF signal y into the detected symbols ŝ, represented by the mapping DR(y), is
known. Since in massive-MIMO systems beamforming and multiplexing are key techniques,
linear detection is of great interest due to its simplicity. In this case, which is considered in
our discussion, DR(y) = Zy where Z ∈ CK×NR is the FD combiner matrix. However, at the
price of increased computational complexity, DR(y) can be extended to more sophisticated
detectors such as maximum likelihood or sphere decoding.

By substituting (7.6) and (7.28b) in (7.7), the estimated signal at the receiver is written
as,

ŝ = FR
(
AR(HxT + n)

)
. (7.47)

Clearly, the same approach used in Subsection 7.4.1 for realizing the transformation FT (.)

cannot be applied here because the desired output of FR(.) is unknown, i.e., we need this
mapping to implement the decoding function. Ideally, we want to find a mapping FR(·)
and AR such that,

FR
(
ARy

)
= DR(y), (7.48)

or all y. Similar to the HSP literature [21–29], we consider linear transformation for
the baseband processing, i.e., FR(xBBR ) = WxBBR where W ∈ CK×MR is the corresponding
transformation matrix; however, extension to types of transformations is straightforward by
using (7.48). Consequently, the following generic optimization problem can be considered
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for obtaining the HSP parameters:

min
AR,W,p

E{‖WAR − Z‖2
F}, (7.49a)

subject to C(AR,W,p), (7.49b)

where C(AR,W,p) represents the system constraints. Alternatively, this could be formu-
lated as,

optimize
AR,W,p

f(AR,W,p), (7.50a)

subject to WAR = Z, (7.50b)

where f(.) is a cost function designed to satisfy the requirements of the system. In what
follows, FD combining for point-to-point MIMO is presented as an example.

Unconstrained FD Combining for MR ≥ K

We first consider the case where MR = K and subsequently discuss the case MR > K. The
optimal FD combiner for a point-to-point MIMO can be obtained from,

max
Z

log2 det
(
IK + ρ(ZZH)−1ZHHHZH

)
. (7.51)

From (7.32), the solution is given by,

ZH = Ua, (7.52)

where U = [Ua,Ub] and Ua contains the first K columns of U, corresponding to the K
dominant singular values of the channel matrix H. Thus, AR and W must be jointly
designed such that,

WAR = Z, (7.53)
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where AR ∈ ŬMR×NR . Note that if MT = K, for any FD combiner Z ∈ CK×NR , this
problem has the following solution:

AR =
1

p1

Z, (7.54a)

W = p1IK , (7.54b)

where p1 = ‖vec(Z)‖∞.
The above design can be extended to the case MR > K, although here including more

RF chains adds to the cost and complexity of the system while no improvement is gained.
One trivial solution that guarantees the same performance as the FD solution is to set the
additional MR −K columns of W to 0, i.e., using W = p1[IK ,0K×(MR−K)].

The FD realization for the multi-user case can be similarly obtained. First (7.51) must
be replaced by the desired optimization problem for finding the FD combiner. Analog and
digital combiners are then calculated by (7.54).

FD Combining for MT < K

In the case of linear decoding, there must be at least K independent equations to recover
K transmitted symbols. Hence, the minimum number of required RF chains is MR = K.
Consequently, combiner design for MR < K is not practical in this case.

Minimum number of RF chains with fast phase-shifters

Even with the same assumption as in Subsection IV-A.3, i.e. the phase-shifters can be
updated every Ts, at least K RF chains are required. Since only the channel matrix is
known at the receiver which changes each Tc, a faster update rate of the phase-shifters does
not provide any extra degrees of freedom and hence does not help in reducing the number
of RF chains at the receiver. Consequently, the minimum number of possible RF chains
for digital linear combining is M = K.
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Fig. 7.10: BER versus SNR of different methods for a point-to-point massive-MIMO sys-
tem with NT = NR = 64.

7.5 Simulation Results

In this section, we present simulation results for different scenarios and compare the FD
system with our proposed hybrid architecture as well as existing hybrid designs in the
literature.

The following channel models is used for all the simulations:

H =

√
NTNR

NcNray

Nc∑
i=1

Nray∑
j=1

αijar(θ
r
ij)at(θ

t
ij)

H
, (7.55)

where Nc = 5 is the number of clusters, and Nray = 10 is the number of rays in each
cluster. Similar to [22, 75], the path gains are independently generated as αij ∼ CN(0, 1).
The transmit and receive antenna responses are denoted by ar(θ

r
ij) and at(θ

t
ij) respectively,
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Fig. 7.11: BER versus SNR of different methods for a downlink connection with NT = 64
antenna massive-MIMO BS and a single user with NR = 2 antennas.

where,

a(φ) =
1√
N

[1, ejπ sin(φ), . . . , ej(N−1)π sin(φ)], (7.56)

for uniform linear arrays of size N . The angles of arrival θr
ij and departure θt

ij are inde-
pendently generated according to the Laplacian distribution with the mean cluster angles
θ̄r
ij and θ̄t

ij, uniformly distributed in [0, 2π]. The angular spread is 10 degrees within each
cluster. We further assume that the channel estimation and system synchronization are
perfect.

For the massive MIMO simulations, the number of antennas NT and NR vary between
2 and 64; larger values are used for UM-MIMO, larger number of antennas are used, as
later indicated. For the proposed and existing hybrid designs, the number of RF chains
and transmitted symbols are set as MT = MR = K. Unless otherwise indicated, we set
K = 2 and 64-QAM modulation is used for all the simulations. For the FD systems, we
set MT = NT and MR = NR, while the same value as for the hybrid designs is used.
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Fig. 7.12: BER versus SNR of different methods for an uplink connection with NR = 64
antenna massive-MIMO BS and a single-user with NT = 2.

Simulation results are presented for the optimal FD precoder and combiner, our pro-
posed hybrid precoder and combiner realization of FD in Subsections IV-A.1 and IV-B.1,
as well as selected hybrid designs from [22,75]. For M RF chains and N antennas, the pro-
posed and the conventional structures require T = 2MN +M +N and T = MN +M +N

RF components, respectively.

7.5.1 BER performance

BER performance versus SNR (SNR=ρ/σ2) for three different setups is shown in Fig. 7.10
to 7.12. Fig. 7.10 presents the results for a massive-MIMO system with NT = NR = 64

antennas (and MT = MR = 2 RF chains). The downlink BER performance of a massive-
MIMO BS with NT = 64 antennas transmitting to a single user with NR = 2 antenna is
shown in Fig. 7.11, while the uplink BER performance for the system is shown in Fig. 7.12.
It can be seen that in all the simulated scenarios the proposed hybrid realization matches
the performance of the FD systems while outperforming the existing hybrid designs. The
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Fig. 7.13: Spectral efficiency versus SNR of different methods for a point-to-point massive-
MIMO system with NT = NR = 64.

FD systems require MT = MR = 64 RF chains whereas the proposed design achieves the
same performance with only 2 RF chains. Consequently, the proposed design outperforms
the existing hybrid designs with the same number of RF chains. As discussed in Subsec-
tions IV-A.1 and IV-B.1, the proposed hybrid design generates the same signals as the FD
system with limited number of RF chains by employing the proposed ASP network. In
particular, since the RF output of the proposed structure is identical to that of the desired
FD system, the same performance as the optimal FD beamforming can be achieved.

7.5.2 Spectral efficiency

The spectral efficiency (in bits/s/Hz) of optimal FD beamforming, proposed hybrid real-
izations of FD as well as the hybrid designs from [22, 75, 99] for massive-MIMO system
with NT = NR = 64 antennas is shown in Fig. 7.13. The spectral efficiency of an uplink
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Fig. 7.14: Spectral efficiency versus SNR of different methods for an uplink connection
with NR = 64 antenna massive-MIMO BS and a single-user with NT = 16 antennas.

connection for a single user with NT = 16 antennas and a massive-MIMO BS with NR = 64

antennas is presented in Fig. 7.14. Furthermore, Fig. 7.15 shows the spectral efficiency of a
downlink connection for a massive-MIMO BS withNT = 64 antennas and a single user with
NR = 4 antennas. As expected, the proposed ASP-based realizations achieve the same rate
as their FD counterparts and and therefore outperform existing hybrid designs. In order to
evaluate the performance of the proposed ASP structure when number of antennas grows
larger, simulations are performed for ultra-massive MIMO system configurations. Spectral
efficiency versus number of transmitter antennas NT is plotted in Fig. 7.16 for different
number of receive antennas. For the FD system the number of RF chains is equal to the
number of transmitter antennas, i.e., MT = NT whereas for the proposed hybrid structure
the number of antennas is kept equal to the number of transmitted symbols, i.e., MT = K.
It can be seen that in all cases, the hybrid design with the proposed ASP architecture
achieves the same performance as the corresponding FD system. For instance, for an ultra-
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Fig. 7.15: Spectral efficiency versus SNR of different methods for an downlink connection
with NT = 64 antenna massive-MIMO BS and a single-user with NR = 4.

massive MIMO transmitter with NT = 1024 antennas and receiver with MT = 2 antennas,
the FD structure requires NR = 1024 RF chains while the proposed structure guarantees
the same performance with MT = 2 RF chains.

7.5.3 Computational Complexity

The proposed ASP architecture is implemented with the same RF components as the
conventional hybrid structures [21–29]. Moreover, since the constant unit modulus is not
imposed on the entries for the resulting analog transformation matrix with our approach,
the computational complexity of designing the analog and digital beamformers can be
reduced. Compared to the FD system design, the additional computations required for the
proposed ASP approach lie in the calculation of the phase-shifter parameters as given in
(7.27). In the case of an eigen-mode FD beamformer for instance, the calculations in (7.27),
in terms of complexity order, are dominated by the SVD and water filling algorithm needed
for FD design, as represented by (7.31). Moreover, existing hybrid designs use sophisticated
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Fig. 7.16: Spectral efficiency versus number of transmitter antennas for proposed and FD
beamforming, with different numbers of receive antennas.

optimization or reconstruction techniques to handle the constant modulus constraint. For
instance, the iterative algorithms in [22] and [75] require matrix inversion in each iteration.
Consequently, the computational complexity of the proposed FD realizations with ASP is
less than each iteration in these hybrid designs.

7.6 Conclusion

In this chapter, we investigated the hybrid A/D structure as a general framework for signal
processing in massive and ultra-massive-MIMO systems. We first explored the ASP net-
work in details by developing a mathematical representation for any arbitrarily connected
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feed-forward ASP network comprised of phase-shifters, power-dividers and power combin-
ers. Then, a novel ASP structure was proposed which is not bound to the unit modulus
constraint. Subsequently, we focused on the transmitter and receiver sides by exploiting
the newly proposed ASP architecture and generalizing generalizing the digital processing.
Specifically, the optimization problem for the HSP beamformer was reformulated within the
new representation framework, which facilitates its solution under a variety of constraints
and requirements for the massive MIMO system. Finally simulation results were presented
illustrating the superiority of the proposed architecture to the conventional hybrid designs
for massive-MIMO systems. Next chapter, summarizes this thesis and provides some topics
for future research.
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Chapter 8

Conclusion

In this chapter, the main contributions of this thesis are summarized and some possible
avenues for future works are discussed.

8.1 Summary

In this thesis, we studied hybrid analog/digital signal processing. Our main focus was on
achieving performance of FD systems with limited number of RF chains. After presenting
the literature survey and system model, we focused on the HBF design for the transmitter
in part I and then studied the receiver HBF in part II. Finally, in part III, a generalized
hybrid structure for hybrid signal processing was presented.

In the first part of this thesis, we considered HBF at the transmitter side and study the
minimum number of required RF chains for realizing any MIMO FDP with the HSP archi-
tecture. We first presented a solution for an efficient implementation of HSP for massive-
MIMO systems in Chapter 3. The proposed design requires a minimum number of RF
chains while matching the performance of optimal baseband FDP. We introduced the gen-
eralized system formulation of the hybrid architecture. Then, we minimized the number
of RF chains such that any given FDP can be realized in the extended HSP architecture.
Based on the obtained optimum solutions, we then presented our hybrid design for realiz-
ing any FDP in the HSP architecture with a single RF chain. Then, we presented three
novel beamformer schemes which eliminate the defects of SRCA, and can achieve the per-
formance of FD beamforming schemes. Moreover, the applications of these systems for
optimal precoding in both SU and MU cases was studied.
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We then extended our design to wideband massive-MIMO mmWave communications
in Chapter 4. The notion of time domain signal reconstruction of OFDM signals was
introduced. Then, we formulated the problem and presented the conditions for realization
of any given FDP in HSP systems. Next, after introducing the PRSP realization, we
discussed the general solution for any arbitrary number of RF chains and as an example,
presented a design for two RF chains.

In the second part of this thesis, HSP at the receiver side was studied. In Chapter 5, we
presented a novel HBF structure for massive-MIMO communication systems that matches
the performance of any given FD combiner. We took advantage of a decomposition tech-
nique which allowed us to realize the FD combiner by HBF. Finite-resolution phase-shifters
were considered to design a modified hybrid structure with phase-offset as an additional
degree of freedom in order to improve the system performance. A closed-form solution for
the phase-offset which minimizes the error between FD combiner and its analog realization
was given. A novel hybrid channel estimation was also presented based on the proposed
hybrid structure that achieves FD performance.

Subsequently, in Chapter 6, we studied robust hybrid analog/digital bemformer designs
for uplink in massive-MIMO communication systems. Both SU and MU reception modes
in uplink direction of a single-cell configuration with massive-MIMO BS were considered.
The norm-bounded channel error was used to capture the imperfect CSI conditions and
the objective function is formulated based on the worst-case robustness MMSE. For SU
scenario, a hierarchical optimization as well as joint optimization based on UE capabilities
were presented. We also proposed robust hybrid combiner design for MU uplink connection.

Finally, in the third part of this thesis, the hybrid A/D structure as a general frame-
work for signal processing in massive and ultra-massive-MIMO systems was studied. In
Chapter 7, the ASP network was studied in details by developing a mathematical represen-
tation for any arbitrarily connected feed-forward ASP network comprised of phase-shifters,
power-dividers and power combiners. We then presented a novel ASP structure which is
not bound to the unit modulus constraint. Subsequently, the transmitter and receiver sides
were considered. Specifically, the optimization problem for the HSP beamformer was re-
formulated within the new representation framework, which facilitates its solution under a
variety of constraints and requirements for the massive MIMO system. Finally, precoding
and combining designs under different conditions are discussed as examples.
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8.2 Future Works

We considered wide-band hybrid beamforming at the transmitter in Chapter 4, however,
similar technique can be developed for hybrid combiner design at the receiver which remains
a topic of future work. Moreover, the robust combiner design in Chapter 6 can be extended
to robust precoder design under imperfect CSI.

The proposed ASP architecture in Chapter 7 can still be applied with finite-precision
phase-shifters, but some of the results derived in the here will become approximative. This
raises interesting questions from a theoretical perspective, e.g.: how to characterize the
effect of phase-shifter quantization on the performance of the overall ASP network, and
how to select the quantization levels of the phase-shifters to ensure a given accuracy in the
final ASP design? These questions remain of interest for future research.

In light of the huge success of machine learning (ML) and particularly deep learning
(DL) in various fields of engineering, recently, deep neural networks (DNNs) have attracted
considerable attention among researchers for designing HSP systems.

Moreover, since in conventional HSP techniques, the focus was on designing the analog
and digital beamformers, the DNN-based HSP techniques also followed the same guideline.
However, this approach imposes a fundamental limit on the minimum number of required
RF chain. Specifically, the minimum number of required RF chain must be greater or
equal to the number of transmitted/received symbols or the rank of FD matrix. Due to
the so-called expressive power of DNNs, it is theoretically possible for DNN-based HSP to
achieve FD performance with smaller number of RF chines.

One of the possible directions for the future work is to develop analog deep neural
networks using conventional RF components in HSP systems. A deep learning framework
for HSP in mmWave massive-MIMO systems can be developed to enable HSP-based systems
to achieve the same performance as the FD system with much smaller number of RF chains.
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Appendix A

Proof of Theorem 7.1

By transposing (7.14) and (7.17), and the fact that the transpose of a permutation matrix
is also a permutation matrix, we arrive at (7.13) and (7.16). The proofs for the remaining
properties are presented below.

A.1 Proof of (7.13)

We show that for any vector x there exist π′ such that, if we have x̂(1) = Q(γ, µ, η)Pπx

and x̂(2) = Pπ′Q(π(γ), µ, η)x then x̂(1) = x̂(2). By denoting x(π) = Pπx, we can write,

x̂(1) π
= [x(π)t, x(π)

γ 1tµ−1]t, (A.1)

since x(π)
γ = xπ(γ) we can further write,

x̂(1) π
= [xt, xπ(γ)1

t
µ−1]t. (A.2)

On the other hand we can write,

Q
(
π(γ), µ, η

)
x

π
= [xt, xπ(γ)1

t
µ−1]t, (A.3)

thus, we can conclude x̂(1) π
= Q

(
π(γ), µ, η

)
x; therefore, there exist Pπ′ such that x̂(1) = x̂(2).

�
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A.2 Proof of (7.15)

For γ1 < γ2 and γ1 > γ2, we show that J = J ′ = 1 and for γ1 = γ2 it will be shown that
J = µ1 and J ′ = µ2. First, considering γ1 > γ2, we can write,

Q(γ1, µ1, η)Qt(γ2, µ2, η) =

bd(Iγ1−1,
1
√
µ1

1µ1 , Iη−γ1)bd(Iγ2−1,
1
√
µ2

1tµ2 , Iη−γ2).
(A.4)

With simple matrix manipulation, we have,

bd(Iγ1−1,
1
√
µ1

1µ1 , Iη−γ1)bd(Iγ2−1,
1
√
µ2

1tµ2 , Iη−γ2) =

bd(Iγ2−1,
1
√
µ2

1tµ2 , Iη−γ2+µ1−1)bd(Iγ1−2+µ2 ,
1
√
µ1

1µ1 , Iη−γ1),
(A.5)

we can further write,

bd(Iγ2−1,
1
√
µ2

1tµ2 , Iη−γ2+µ1−1)bd(Iγ1−2+µ2 ,
1
√
µ1

1µ1 , Iη−γ1) =

Qt(γ2, µ2, η + µ1 − 1)

Q(γ1 + µ2 − 1, µ1, η + µ2 − 1).

(A.6)

In case of γ1 < γ2, we can accordingly write,

Q(γ1, µ1, η)Qt(γ2, µ2, η) =

bd(Iγ1−1,
1
√
µ1

1µ1 , Iη−γ1)bd(Iγ2−1,
1
√
µ2

1tµ2 , Iη−γ2).
(A.7)

Similar to (A.5), we have,

bd(Iγ1−1,
1
√
µ1

1µ1 , Iη−γ1)bd(Iγ2−1,
1
√
µ2

1tµ2 , Iη−γ2) =

bd(Iγ2+µ1−1,
1
√
µ2

1tµ2 , Iη+µ1−1)bd(Iγ1−1,
1
√
µ1

1µ1 , Iη+µ2−1).
(A.8)
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We can then write,

bd(Iγ2+µ1−1,
1
√
µ2

1tµ2 , Iη+µ1−1)bd(Iγ1−1,
1
√
µ1

1µ1 , Iη+µ2−1) =

Qt(γ2 + µ1 − 1, µ2, η + µ1 − 1)Q(γ1, µ1, η + µ2 − 1).

(A.9)

For γ1 = γ2, without loss of generality, we only provide the proof for γ1 = γ2 = 1 and
η = 1, extending to other values of γ1,γ2 and η straightforward but tedious. Hence, we
show,

Q(1, µ1, 1)Qt(1, µ2, 1) =
µ1∏
j=1

Qt(γ′j, µ
′
j, η
′
j)Pπ

µ2∏
j′=1

Q(γ′′j′ , µ
′′
j′ , η

′′
j′).

(A.10)

The left hand side can be written as,

Q(1, µ1, 1)Qt(1, µ2, 1) =
1

√
µ1µ2

1µ1×µ2 . (A.11)

Now, by letting γ′′j′ = (j′ − 1)µ1 + 1, µ′′j′ = µ1 and η′′j′ = (j′ − 1)µ1 + µ2 − j′ + 1, we have,

µ2∏
j′=1

Q
(
(j′ − 1)µ1 + 1, µ1, (j

′ − 1)µ1 + µ2 − j′ + 1
)

=

Iµ2 ⊗
1
√
µ1

1µ1 .

(A.12)

We can then form the permutation matrix Pπ with,

πi = di/µ1e+ µ2

(
(i− 1) mod (µ1)

)
, (A.13)

which results in,
Pπi

(
Iµ2 ⊗ 1µ1

)
= 1µ1 ⊗ Iµ2 . (A.14)

Then by letting γ′j = j, µ′j = µ1 and η′j = (µ2 − j)µ1 + j, we arrive at,

µ1∏
j=1

Q
(
j, µ2, (µ1 − j)µ2 + j

)
= Iµ1 ⊗

1
√
µ2

1tµ2 . (A.15)
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From the above equation, (A.12) and (A.14), we can write,

µ1∏
j=1

Qt(γ′j, µ
′
j, η
′
j)Pπ

µ2∏
j′=1

Q(γ′′j′ , µ
′′
j′ , η

′′
j′) =

1
√
µ1µ2

(
Iµ1 ⊗ 1tµ2

)(
1µ1 ⊗ Iµ2

)
.

(A.16)

The right hand side of the above equation can be further simplified as,

(
Iµ1 ⊗ 1tµ2

)(
1µ1 ⊗ Iµ2

)
= 1µ1×µ2 , (A.17)

which can be easily verified by invoking the mixed-product property1. Consequently, using
the above equation,(A.16) and (A.11), we showed (A.10) is held which concludes the proof.
�

A.3 Proof of (7.16)

For γ1 > γ2, and γ1 < γ2,

J∏
j=1

Φ(γ′j, φ
′
j, η
′
j)Q(γ1, µ, η) = Q(γ1, µ, η)Φ(γ2, φ, η), (A.18)

is actually simplified to the case where J is equal to one. Thus, for γ1 > γ2, one can easily
check,

Φ(γ2, φ, η + µ− 1)Q(γ1, µ, η) = Q(γ1, µ, η)Φ(γ2, φ, η). (A.19)

Similarly, for γ1 < γ2, we can write,

Φ(γ2, φ, η + µ− 1)Q(γ1, µ, η) = Q(γ1, µ, η)Φ(γ2, φ, η). (A.20)
1If A,B,C and D are matrices of appropriate sizes, then

(
A⊗ b

)(
C⊗D

)
=
(
AC

)
⊗
(
BD

)
.



A Proof of Theorem 7.1 150

In case of γ1 = γ2, J = µ and we can write,

µ∏
j=1

Φ(γ1 + j − 1, φ, η + µ− 1)Q(γ1, µ, η) =

Q(γ1, µ, η)Φ(γ1, φ, η).

(A.21)

which can be easily verified by matrix manipulations. �
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Appendix B

Proof of (7.18), (7.20) and (7.22)

B.1 Proof of (7.18)

To show that Ev is a diagonal matrix, we can use induction and the fact that for a diagonal
matrix D and permutation matrix Pπ, the matrix D̂ = PπDPπ

t is also a diagonal matrix.
For J = 1 the statement is true, and we must prove for J = K + 1 we have,

ÊvP̂π =
K+1∏
j=1

Φ(γj, φj, Np)Pπj . (B.1)

By assuming for J = K, matrix Ev is diagonal and Pπ is a permutation matrix, we can
rewrite the above equation as,

ÊvP̂π = EvPπΦ(γK+1, φK+1, Np)PπK+1
. (B.2)

We can therefore write,

ÊvP̂π = EvPπΦ(γK+1, φK+1, Np)Pt
πPπPπK+1

. (B.3)

Using the aforementioned property of permutation matrices, we know,

Φ̂ = PπΦ(γK+1, φK+1, Np)Pt
π,
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is a diagonal matrix. We further know that P̂π = PπPπK+1
is a permutation matrix thus

we can write,
ÊvP̂π = EvΦ̂P̂π. (B.4)

Since Ev and Φ̂ are both diagonal so is Êv. Furthermore, since all the diagonal entries
are unit modulo complex numbers their products are also on the unit circle and thus
v = [ejφ1 , ejφ2 , ..., ejφNp ]t ∈ UNφ . �

B.2 Proof of (7.20)

Induction can be used to prove this statement. For J = 1, one can easily find Pπ′1
such

that,

Pt
π′1
bd(Iγ−1,

1
√
µ

1µ, Iη−γ) =

 0 1√
µ
1µ 0

Iγ−1 0 0

0 0 Iη−γ

 , (B.5)

accordingly there exist Pπ′2
, such that,

Pt
π′1
bd(Iγ−1,

1
√
µ

1µ, Iη−γ)P
t
π′2

=


1√
µ
1µ 0 0

0 Iγ−1 0

0 0 Iη−γ

 , (B.6)

using the fact that permutation matrices are orthogonal, we can write,

Q(1, µ, η) = Pπ′1
bd(

1
√
µ

1µ, Iη)Pπ′2
.

Now, let us assume for J = K, we have,

K∏
j=1

Q(γj, µj, ηj) = PπDdPπ′ , (B.7)

We can thus write the following for J = K + 1:

K+1∏
j=1

Q(γj, µj, ηj) = PπDdPπ′Q(γK+1, µK+1, ηK+1). (B.8)
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According to the J = 1 case, there exist Pπ′3
and Pπ′4

such that,

Q(γK+1, µK+1, ηK+1) = Pπ′3
bd(

1
√
µK+1

1µK+1
, I)Pπ′4

, (B.9)

thus,
K+1∏
j=1

Q(γj, µj, ηj) = PπDdPπ′Pπ′3
bd(

1
√
µK+1

1µK+1
, I)Pπ′4

. (B.10)

Let us first define Pπ′5
= Pπ′Pπ′3

, then by considering DdPπ′5
, the permutation matrix

Pπ′5
rearranges the columns of Dd. Therefore, there exist permutation matrix Pπ′6

that
rearranges the rows of DdPπ′5

to make a block diagonal matrix,

Pt
π′6

DdPπ′5
= Dd′ , (B.11)

where Dd′ = bd( 1√
δ′1

1δ′1 ,
1√
δ′2

1δ′2 , . . . ,
1√
δ′Nd

1δ′Nd
). It is possible that δ′i = 1 for individual i

or some consecutive number indices which result it diagonal block of identity matrices I.
From (B.10) and (B.11), we arrive at,

PπDdPπ′Q(γK+1,µK+1,ηK+1) =

PπPπ′6
Dd′bd(

1
√
µK+1

1µK+1, I)Pπ′4
.

(B.12)

The above equation can be further simplified as, Dd′bd( 1√
µK+1

1µK+1
, I) = Dd′′ , where

Dd′′ = bd( 1√
δ′1+µK+1

1δ′1+µK+1
, 1√

δ′2
1δ′2 , . . . ,

1√
δ′Nd

1δ′Nd
). Therefore by defining Pπ′7

= PπPπ′6
,

and from (B.8) and (B.12), we have,

K+1∏
j=1

Q(γj, µj, ηj) = Pπ′7
Dd′′Pπ′4

, (B.13)

which proves the statement. �

B.3 Proof of (7.22)

For J = 1, we have to show that Cd has the block diagonal structure of (7.23) in PπCdPπ′ =

Qt(γ, µ, η)Pπ1 . According to (B.6), we can write Qt(γ, µ, η)Pπ1 = Pπbd( 1√
µ
1µ, I)Pπ′Pπ1 .
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Since the product of two permutation matrices is also a permutation matrix, we have:
Pπ′ = Pπ′Pπ1 . To continue the proof with induction, we assume that for J = K there exist
Pπ,Pπ′ and Cd such that PπCdPπ′ =

∏J
j=1 Qt(γj, µj, ηj)Pπj . Now, for J = K + 1 we can

write,
K+1∏
j=1

Qt(γj, µj, ηj)Pπj = Qt(γ1, µ1, η1)Pπ1PπCdPπ′ . (B.14)

According to the J = 1 case, there exist Pπ′1
and Pπ′2

, such that,

Qt(γ1, µ1, η1) = Pπ′1
bd(

1
√
µ1

1µ1 , I)Pπ′2
, (B.15)

Be defining a new permutation matrix, Pπ′3
= Pπ̂2Pπ1Pπ, we can write the left hand-side

of (B.14) as,

Qt(γ1, µ1, η1)Pπ1PπCdPπ′ = Pπ′1
bd(

1
√
µ1

1µ1 , I)Pπ′3
CdPπ′ . (B.16)

Considering Pπ′3
Cd, permutation matrix Pπ′3

rearranges the rows of Cd. Therefore, there
exist permutation matrix Pπ′4

that rearranges the columns of Pπ′3
Cd to make a block

diagonal matrix,
Pπ′3

CdPπ′4
= Cd′ , (B.17)

where Cd′ = bd( 1√
δ′1

1tδ′1
, 1√

δ′2
1tδ′2
, . . . , 1√

δ′Mc
1tδ′Mc

). Note that it is possible that δ′i = 1 for

individual i or some consecutive number indices which result it diagonal block of identity
matrices I. From (B.16), (B.17) and the fact that Pπ′4

Pt
π′4
, we can write,

Pπ′1
bd(

1
√
µ1

1µ1 , I)Pπ′3
CdPπ′ = Pπ′1

bd(
1
√
µ1

1µ1 , I)Cd′P
t
π′4

Pπ′ . (B.18)

To further simplify the above equation, we can write, bd( 1√
µ1

1µ1 , I)Cd′ = Cd′′ , where,

δ′′i =


∑µ1

j=1 δ
′
j i = 1

δ′(i−1+µ1) otherwise
. (B.19)
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To take the last step, there exist permutation matrices Pπ′5
and Pπ′6

, such that, Pt
π′5

Cd′′P
t
π′6

=

Cd′′′ , where for some L, we can have,

Cd′′′ = bd(
1√
δ1

1tδ1 ,
1√
δ2

1tδ2 , . . . ,
1√
δL

1tδL , I). (B.20)

From the above equation and (B.18), we have,

Pπ′1
bd(

1
√
µ1

1µ1 , I)Pπ′3
CdPπ′ = Pπ′1

Pπ′5
Cd′′′Pπ′6

Pt
π′4

Pπ′ . (B.21)

Now by defining permutation matrices Pπ′7
= Pπ′1

Pπ′5
, Pπ′8

= Pπ′6
Pt
π′4

Pπ′ and from (B.14)
to (B.21), we arrive at,

K+1∏
j=1

Qt(γj, µj, ηj)Pπj = Pπ′7
Cd′′′Pπ′8

, (B.22)

which proves the statement. �
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Appendix C

Proof of Theorem 7.2

Without loss of generality, let us assume there are a total of T RF components, i.e., P
combiners, R dividers repectively, and Q phase-shifters, so that T = P +Q+R. According
to properties (7.14), (7.15) and (7.17) in Theorem 7.1, we can rewrite (7.12) as follows by
commuting the combiner matrices to the left hand side, i.e,

T∏
i=1

Aui(θi) =
P∏
j=1

Qt(θj)
T ′∏
i=1

Aui(θi), (C.1)

where T ′ = T − P . Similarly, the divider matrices can be moved to the right hand side
using properties (7.13), (7.15) and (7.17), thus,

T∏
i=1

Aui(θi) =
P∏
j=1

Qt(θj)
T ′′∏
i=1

Aui(θi)
R∏
k=1

Q(θk), (C.2)

where T ′′ = T −P −R. In (C.2) only the permutation and single phase-shifter matrices are
in the middle of the expression. Therefore, without loss of generality and due to the fact
that permutation and single phase-shifter matrices can be identity matrices we can write:∏T ′′

i=1 Aui(θi) =
∏J

i=1 Φ(γi, φi, ηi)Pπi , hence,

T∏
i=1

Aui(θi) =
P∏
j=1

Qt(θj)

Q∏
i=1

Φ(γi, φi, ηi)Pπi

R∏
j=k

Q(θk). (C.3)
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Now, using (7.18), (7.20), (7.22), and the fact that product of permutation matrices is
another permutation matrix, we have,

T∏
i=1

Aui(θi) = Pπ1CdPπ2EvPπ3Dd̂Pπ4 , (C.4)

which follows,
b = Pπ1CdPπ2EvPπ3Dd̂Pπ4a. (C.5)

By defining,
b = Pπ1h

(1), h(1) = Cdh(2), h(2) = Pπ2h
(3),

h(3) = Evh(4), h(4) = Pπ3h
(5), h(5) = Dv̂h(6),

h(6) = Pπ4a,

(C.6)

we can further have,

bi = h
(1)

π−1
1 (i)

, h
(1)
i =

1√
δi

ψδ(i)∑
j=ψδ(i−1)+1

h
(2)
j ,

h
(2)
i = h

(3)

π−1
2 (i)

, h
(3)
i = ejφih

(4)
i

h
(4)
i = h

(5)

π3−1(i), h
(5)
i =

1√
δ̂ϕδ̂(i)

h
(6)
ϕδ̂(i)

,

h
(6)
i = aπ4−1(i),

(C.7)

where ψδ(i) =
∑i

k=1 δk and ϕδ̂(i) = {j ∈ N|ψδ̂(j−1) ≤ i ≤ ψδ̂(j)}. Consequently, we arrive
at,

bi = δ
−1/2

π−1
1 (i)

ψδ(π
−1
1 (i))∑

j=ψδ(π
−1
1 (i)−1)+1

δ̂
−1/2

ϕδ̂(π
−1
3 (π−1

2 (j)))
exp{jφπ−1

2 (j)}aπ−1
4 (ϕδ̂(π

−1
3 (π−1

2 (j)))), (C.8)
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where by defining,

ui,j = π−1
2

(
ψδ
(
π−1

1 (i)− 1
)

+ j
)
, (C.9)

v̇(n) = ϕδ̂
(
π−1

3 (n)
)
, (C.10)

v̈(n) = π−1
4 (v̇(n)), (C.11)

we can write,

bi =
1√
δπ−1

1 (i)

δ
π−1
1 (i)∑
j=1

av̈(v̇(u(i,j)))√
δ̂v̇(u(i,j))

exp{jφu(i,j)}. (C.12)

Without loss of generality, we can further have,

bi =
1√
δπ−1

1 (i)

M∑
k=1

ak

( 1√
δ̂k′

( ∑
<v̇(u(i,j))=k

′>

e
jφu(i,j)

))
, (C.13)

for v̈(k′) = k. By defining δ̂′k = δ̂k′ and φ′k,l = φu(i,j) , for v̈(v̇(u(i,j))) = k, we can write,

bi =
1√
δπ−1

1 (i)

M∑
k=1

1√
δ̂′k
ak
( Lk∑
l=1

ejφ
′
k,l
)
. (C.14)

Since in
∑Lk

l=1 e
jφ′k,l by adding even number of phase-shifters which can cancel each other

(ej2π and ejπ) the sum remains the same, we can have Lk = L. Furthermore, we can write,

δπ−1
1 (i) = LM,

δ̂′k = LN,
(C.15)

hence,

bi =
1√
MN

M∑
k=1

ak
( L∑
l=1

ejφ
′
k,l

L

)
. (C.16)

From Lemma C.1 (presented after the proof) we can write,

bi =
1√
MN

M∑
k=1

zk,iak. (C.17)
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Thus, we arrive at,

b =
1√
MN

Aa. (C.18)

�

Lemma C.1. For arbitrary θl ∈ [0, 2π] where l = 1, 2, ..., L, if we have z =
∑L

l=1
ejθl
L
, then

0 ≤ |z| ≤ 1.

Proof. The proof follows from successive applications of the triangle inequality in complex
plane as 0 ≤ |

∑L
l=1 e

jθl | ≤ L.
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