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Abstract

Multicarrier modulation (MCM) is an efficient transmission technique for high data rate

wired and wireless communications, where the channel bandwidth is divided into several

subchannels with their own carriers. There are many different possible realizations for MCM

systems, but with no doubt, orthogonal frequency division multiplexing (OFDM) has been

the most prevalent solution in many current applications and standards. However, due to its

use of a rectangular prototype filter, channel impairments such as narrowband interference

(NBI) and carrier frequency offset (CFO) can greatly deteriorate the performance of OFDM.

Moreover, future telecommunication networks call for higher data rate, increased bandwidth

efficiency and flexibility in handling unsynchronized users. Filter bank multicarrier (FBMC)

techniques have recently attracted considerable attention within the research community

as a venue to fulfill these needs and potentially outperform the established OFDM in

application areas such as dynamic spectrum access (DSA) and cognitive radio.

In this context, we first propose a novel method for the design of discrete Fourier

transform (DFT) modulated oversampled perfect reconstruction filter bank (OPRFB), for

transmultiplexing application in MCM systems. The perfect reconstruction (PR) property

is enforced by employing a parametric class of paraunitary matrices to form the trans-

mit/receive polyphase filters of the transceiver system. Specifically, the polyphase filters

are obtained by cascading special types of paraunitary matrices characterized by a lim-

ited set of design parameters. To reduce the number of these parameters, three different

factorization methods are employed and compared. Through the optimization of these

design parameters, the stop-band energy of the subband filters can be minimized which

leads to improved spectral containment. The performance of the proposed OPRFB design

is investigated in a multicarrier transceiver application, where it is compared with OFDM

and other FBMC structures. Numerical results show that the proposed scheme leads to a

clear advantage not only in additive white Gaussian noise (AWGN) and frequency selective

channels, but also in the presence of channel impairments such as NBI or CFO. In partic-

ular, it is found that a significant reduction in the bit error rate (BER) can be achieved by

employing the proposed scheme.

Secondly, still in the context of single-user systems, we derive a data-aided joint max-

imum likelihood (ML) estimator of the CFO and the channel impulse response (CIR) for

OPRFB transceiver systems operating over frequency selective fading channels. Then,
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by exploiting the structural and spectral properties of these systems, we are able to con-

siderably reduce the complexity of the proposed estimator through simplifications of the

underlying likelihood function. The Cramer Rao bound (CRB) on the variance of unbiased

CFO and CIR estimators is also derived. The performance of the proposed ML estimator

is investigated by means of numerical simulations under realistic conditions with CFO and

frequency selective fading channels. The effects of different pilot schemes on the estimation

performance for applications over time-invariant and mobile time-varying channels are also

examined. The results show that the proposed joint ML estimator exhibits an excellent

performance, where it can accurately estimate the unknown CFO and CIR parameters for

the various experimental setups under consideration.

Our third and final contribution deals with the extension of these newly proposed es-

timators to the multi-user case. More specifically, we consider the joint estimation of the

CFO and channel equalizer coefficients based on the ML principle in the uplink of multi-user

OPRFB (MU-OPRFB) systems. The performance of the proposed joint ML estimator is

examined for various subband allocation schemes by means of numerical simulations. Also,

different distributions of pilots over time are considered and their effects are investigated

over mobile time-varying channels.
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Sommaire

La modulation à porteuses multiples (MCM) est une technique de transmission efficace

pour les communications filaires et sans fil à débit de données élevé, où la bande passante

est divisée en plusieurs sous-canaux ayant chacun leur propre fréquence porteuse. Il ex-

iste de multiples réalisations possibles pour les systèmes MCM, mais sans aucun doute,

le multiplexage orthogonal par répartition en fréquence (OFDM) est la solution la plus

répandue dans les applications et normes présentement en vigueur. Toutefois, en raison

de l’utilisation de filtres de synthèse et d’analyse rectangulaires, certaines imperfections

causées par le canal de transmission, telles que les interférences à bande étroite (NBI) et

le décalage de la fréquence porteuse (CFO), peuvent dégrader de manière significative les

performances d’OFDM. Par ailleurs, les futurs réseaux de télécommunication nécessiteront

des débits de transmission plus élevés, une plus grande efficacité de la bande passante et

plus de flexibilité dans la gestion d’utilisateurs multiples non synchronisés. Les techniques

de bancs de filtres à porteuses multiples (FBMC) ont récemment attiré l’attention de nom-

breux chercheurs, puis qu’elles offrent le potentiel de répondre à ces exigences et ainsi

supplanter OFDM dans des domaines d’application tels que l’accès spectral dynamique

(DSA) et la radio cognitive.

Dans ce contexte, nous proposons tout d’abord une nouvelle méthode pour la con-

ception des bancs de filtres sur-échantillonnés à reconstruction parfaite (OPRFB) basés

sur la modulation par transformation de Fourier discrète (DFT), pour les applications de

transmultiplexage dans les systèmes MCM. La propriété de reconstruction parfaite (PR)

est assurée par l’utilisation d’une famille paramétrique de matrices para-unitaires dans la

réalisation des filtres polyphasés utilisés pour la transmission et la réception des données.

Plus précisément, ces filtres sont donnés par le produit de sous-matrices para-unitaires

particulières, chacune étant caractérisée par un nombre limité de paramètres de concep-

tion. Dans le but de réduire le nombre de ces paramètres, trois méthodes de factorisation

matricielle différentes sont utilisées et comparées. L’optimisation des paramètres de con-

ception pour la méthode choisie a pour but de minimiser l’énergie des filtres de synthèse

et d’analyse dans la bande de coupure, ce qui conduit à une amélioration du confinement

spectral. La performance des nouveaux bancs de filtres OPRFB ainsi obtenus est soumise

à l’étude dans une application de transmission de données par MCM, où ils sont comparés

avec OFDM et d’autres structures FBMC récemment proposées. Les résultats d’analyse
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et de simulations montrent que les bancs de filtres OPRFB donnent lieu à un avantage

marqué, non seulement pour les canaux à bruit gaussien blanc additif (AWGN) et sélectifs

en fréquence, mais aussi en présence d’imperfections telles que les NBI et le CFO. En par-

ticulier, on constate une réduction significative du taux d’erreurs binaires (BER) lors de la

transmission de données au moyen de la structure OPRFB proposée.

L’utilisation pratique des bancs de filtres OPRFB pour la transmission de données de

type MCM sur les canaux à évanouissements sélectifs en fréquence requière la connaissance

de certains paramètres, dont le CFO et la réponse impulsionnelle du canal (CIR). Notre

deuxième contribution porte donc sur le développement et l’analyse d’un nouvel estimateur

conjoint des paramètres CFO et CIR basé sur le principe de la vraisemblance maximale

(ML) et utilisant une séquence d’entrâınement (i.e. tonalités pilotes) connue, toujours dans

un contexte à usager unique. Par la suite, nous exploitons les propriétés structurales et

spectrales des systèmes OPRFB afin d’apporter des simplifications à la fonction de vraisem-

blance, ce qui permet de réduire considérablement la complexité de l’estimateur proposé.

La borne de Cramer Rao (CRB) sur la variance des estimateurs non-biaisés des paramètres

CFO et CIR est également dérivée. La performance du nouvel estimateur ML est soumise

à l’étude par l’entremise de simulations numériques dans des conditions réalistes, soit en

présence de CFO et de canaux à évanouissements en fréquence sélectifs. Les effets de

différents motifs de tonalités pilotes sur la performance de l’estimation sont également

examinés dans des applications sur des canaux invariants dans le temps, de même que

sur des canaux radio mobiles variant dans le temps. Les résultats démontrent l’excellente

performance du nouvel estimateur ML conjoint proposé, qui peut déterminer avec une

grande précision les paramètres CFO et CIR inconnus dans les différentes configurations

expérimentales soumises à l’étude.

Notre troisième et dernière contribution traite de l’extension de ce nouvel estimateur

ML au cas d’usagers multiples. Nous considérons l’estimation conjointe du CFO et des

coefficients CIR basée sur le principe ML dans la liaison montante des systèmes de trans-

mission OPRFB multi-usagers (MU-OPRFB). Suite à son extension au cas multi-usagers,

la performance de l’estimateur ML conjoint est examinée à l’aide de simulations numériques

pour différents schémas d’allocation des sous-bandes entre les usagers. En outre, différentes

distributions de tonalités pilotes dans le temps sont prises en compte et leurs effets sont

étudiés sur des canaux radio mobiles variant dans le temps. Le potentiel d’application du

nouvel estimateur ML aux systèmes multi-usagers est clairement démontré.
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Chapter 1

Introduction

This chapter provides a general introduction to the thesis, which aims at developing new

multicarrier modulation (MCM) techniques based on oversampled perfect reconstruction

filter bank (OPRFB) transceivers. A high level overview of MCM and its applications

in broadband communications is given in Section 1.1, while a literature review of various

MCM systems and related parameter estimation methods is presented in Section 1.2. The

research objectives and contributions of the thesis are discussed in Section 1.3. Finally, an

outline of the upcoming chapters and the notations are presented in Section 1.4.

1.1 Multicarrier Modulation

Multicarrier modulation (MCM) is a method of transmitting a digital information sequence

by splitting it into several components and sending each of these over separate carrier signals

[1]. An MCM transmitter should efficiently combine several low-rate input signals into a

single high-rate signal, which is then transmitted over a channel, and the corresponding

receiver should be able to reconstruct good approximations of the low-rate signals, as

depicted in Figure 1.1. To this end, the transmitter employs a so-called synthesis filter bank

(SFB), while the receiver employs an analysis filter bank (AFB), which comprises a set of

parallel matching receive filters [2–4]. Therefore, the combined SFB and AFB structure,

also called transmultiplexer, can be considered to be the core of an MCM system.

In recent years, orthogonal frequency division multiplexing (OFDM) [5], a form of

MCM, has become the physical layer of choice for many wireless communication systems,

e.g., IEEE 802.11, IEEE 802.16 and E-UTRA LTE [5–8]. From the filter bank point of

2014/03/05
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Fig. 1.1 Generic multicarrier modulation system

view, OFDM is based on the use of the inverse and forward discrete Fourier transform

(DFT) for modulation and demodulation, respectively. Consequently, the prototype filter

is a rectangular window whose length is equal to the number of subchannels. In the case

of an ideal transmission channel, perfect signal recovery is possible because subchannel

filters are orthogonal. For practical channels, OFDM uses a cyclic prefix (CP), which

is longer than the channel impulse response (CIR) or the maximum multipath delay, to

eliminate intersymbol interference (ISI) caused by channel spreading. Nevertheless, the

DFT-based subchannel filters are not spectrally well isolated. They consist of a mainlobe

along with high sidelobes that extend over a wide frequency band and therefore overlap

with adjacent subchannels. In particular, the first sidelobe of a subchannel is only 13 dB

below the mainlobe. These sidelobes overlap with adjacent subchannels and interfere with

the mainlobes across the entire band. This can lead to an extensive intercarrier interference

(ICI) problem in case of highly frequency selective channels or system imperfections such

as carrier frequency offset (CFO). Also, the system performance may degrade significantly

in the presence of narrowband interference (NBI). Indeed, the energy of a NBI will spread

into many adjacent subchannels and this cannot be avoided by simply switching-off the

subchannel in which the interference lies. Therefore, despite its popularity, OFDM suffers

from some important drawbacks including poor spectral containment due to low side-lobe

attenuation, sensitivity to narrow-band noise [9], large peak-to-average power ratio (PAPR)

[10], sensitivity to Doppler shift and frequency synchronization [11,12], and loss of efficiency
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caused by cyclic prefix.

To avoid such drawbacks, filter bank multi-carrier (FBMC) systems have been proposed

which benefit from improved frequency selectivity through the use of longer, and thus

better shaped prototype filters in the frequency-domain [2, 13]. The main elements of an

FBMC system consist of a SFB (transmitter) and a AFB (receiver), which in practice are

interconnected by a transmission channel. In these systems, the data on the transmitter side

is split into M parallel data channels, up-sampled by integer K and passed through a bank

of subband filters; the filter outputs are then summed and transmitted over the channel. At

the receiver, the noisy data are passed through a bank of M subband filters, whose outputs

are downsampled by K and equalized as needed to remove undesirable channel effects;

finally, the original information sequence is reconstructed from the individually decoded

data sub-streams. In the following section, we review the current research trends in the

area of FBMC systems and as well as selected works related to the problem area of interest

in this thesis.

1.2 Literature Review

In the context of FBMC systems, depending on the oversampling ratio, K/M , the system

can be categorized as oversampled (K/M > 1) or maximally decimated (K/M = 1);

whereas the perfect reconstruction (PR) property refers to a situation where the output

of the transmultiplexer under the assumption of ideal channel, is a delayed version of the

input. In practice, even in the presence of a non-ideal channel, the PR property can be

exploited to simplify equalization. For instance, it is shown in [14] that in the case of a

large number of subcarriers in PR filter bank (FB) systems, the channel induced ISI can

be easily removed by means of a one-tap equalizer per subcarrier.

Alternatively, considering that non-ideal channels will introduce distortion and prevent

the PR of the transmitted signal, some researchers have investigated the design of nearly-

perfect reconstruction (NPR) FBs for MCM applications [15–19], where small amounts

of ISI and ICI are present even in the ideal channel case. In practice, the level of these

interferences can be controlled through optimization of the analysis/synthesis filters (see,

e.g., [17,18]) and kept sufficiently small compared to the distortion inflicted by the channel

on the demodulated signals. In [17], a windowing method for the design of NPR systems

is proposed that can reduce the number of design parameters considerably. This method
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employs a class of prototype filters closely related to the so-called Nyquist filters [20].

Compared to the simple one-tap per subband equalizers for PR systems, NPR design entails

the use of more complex equalizers at the receiver to combat both the ISI introduced by

the channel and the distortion due to the non-PR nature of the FBs, which adds to the

system’s complexity [21].

The main advantage for oversampled FBs (i.e. K > M) over critically sampled ones

(K = M) is that in the former case, additional design freedom is available that can be

used to obtain PR and additional spectral containment and hence, better noise immunity

within each subband. However, the use of oversampling leads to increased redundancy, and

loss of spectral efficiency. Therefore, to remain competitive with existing OFDM systems,

these redundancies in oversampled FBs should not exceed that introduced by the cyclic

prefix in OFDM. As reducing redundancy leads to better bandwidth efficiency, the design

of oversampled FB with smaller redundancy has been of great research interest [22–26].

In [22], it has been shown that OPRFB exists for redundancy K − M < L under very

general conditions, where L is the length of the CIR.

To reduce design and implementation complexity, modulated FBs are commonly used

as a computationally efficient solution in the practical application of FBMC systems. In

this approach, the M transmit and M receive subband filters are all derived from a single

prototype filter, typically a finite impulse response (FIR) filter of length D, so that the total

number of design parameters is significantly reduced. In this regard, both cosine modulation

[16, 17, 19, 27–31] and complex exponential modulation, namely DFT modulation [15, 18,

25, 32–38], can be employed. With cosine modulation, however, the digital transmission is

restricted to real symbol constellations which pose certain difficulties. Firstly, the process of

equalization is more complicated since channel non-linearities, which cause phase rotations

in the transmitted signals, necessitate the use of complex post combiners in the receiver

[39,40]. Secondly, the extension of cosine modulation to multiple-input and multiple-output

(MIMO) systems is nontrivial because most of the MIMO coding schemes require a complex

orthogonality property, whereas cosine modulation only provides real orthogonality [13].

The use of DFT modulated filter banks in FBMC systems is investigated in [32,33]. The

proposed system is referred to as filtered multitone (FMT), where oversampling is allowed

to increase the spectral containment. Since complex constellation symbols, whose phase

can easily be corrected, are employed in FMT, the cancellation of the ISI can be performed

without post combiners. In particular, with a sufficiently large number of subbands such



1 Introduction 5

that the width of each subband is small enough, a simple one-tap equalizer per subband

can combat ICI in mildly frequency selective channels [41]. While the prototype filter in

FMT system is not designed such that PR is enforced [32,33,41,42], the goal of achieving

PR property is desirable. For instance, PR greatly simplifies the equalization process, since

one does not need to worry about any distortion generated by the FB itself.

Another popular realization of DFT modulated FBMC systems is OFDM/OQAM,

which uses offset-quadrature amplitude modulation (OQAM), instead of common quadra-

ture amplitude modulation (QAM) signaling to maintain orthogonality between adjacent

subbands [15,18,34,43]. This requires the use of OQAM pre-processing and post-processing

blocks in the transmitter and receiver of such systems, so that only pure real or imaginary

signals are fed to the subband filters. These modifications add to the system complexity

and makes the channel estimation more challenging. Although it is possible to maintain the

PR property in OFDM/OQAM systems, most of the literature focuses on the NPR design

of such systems [18,43], which also makes the equalization process more complicated. The

implementation of OFDM/OQAM in MIMO scenarios also poses a practical difficulty, in

that the Alamouti space-time coding scheme cannot be directly applied to it [44,45].

Motivated by the above considerations, the focus of our work in this thesis is on the

investigation of DFT modulated OPRFBs and their application to MCM systems for ef-

ficient broadband communications. In the rest of this section, we present selected recent

works from the literature specific to the problems of prototype filter design, synchronization

and equalization for single-user and multi-user applications, all under the common OPRFB

framework.

1.2.1 Oversampled perfect reconstruction filter bank

From an engineering perspective, the design of a DFT modulated OPRFB faces a num-

ber of challenges. In particular, when the number of subbands is large (which is typically

the case in broadband communication applications), the number of parameters to be op-

timized increase dramatically. In turn, this may prevent the application of conventional

design approaches due to the extremely high computational complexity of the numerical

optimization. Also, with higher spectral efficiencies (i.e., K/M close to 1), the design

process becomes even more stringent; yet this case is of particular practical interest.

In this regard, to reduce realization complexity and simplify design, it is of great im-
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portance to provide an efficient structure based on a minimum number of parameters or

elementary building blocks, i.e. delay and rotation matrices. In [46–51], it is established

that the PR property of the OPRFB is equivalent to the paraunitaryness of the polyphase

matrices associated to transmit and receive FBs. The first attempts to find an efficient fac-

torization for paraunitary matrices in this field were focused on critically sampled PR FBs

as reported in [2,52–54]; unfortunately these techniques cannot be applied to oversampled

PR FBMC systems. Alternatively, a parameterization of the polyphase matrix of OPRFBs

can be found in [47, 55]; nevertheless, these works do not provide an explicit factorization

in terms of elementary building blocks. In [35], it has been demonstrated that the param-

eterization of the polyphase matrix in the oversampled case can be achieved with different

degrees of freedom, i.e. with different numbers of independent rotation parameters, but

this approach does not provide a formal construction algorithm and the solution sets are

redundant. As a result, in [56], it is shown that by employing a sequence of transforma-

tions, being either rotations or shifts, on these results, the non-redundant solutions can be

extracted. Similarly, using the dyadic-based factorization [57], another design method for

OPRFBs in the context of MCM is presented in [36]. However, the size of the associated

parameter vector is relatively large, suggesting that this method can be further improved.

Besides these structural aspects, the methods presented in the literature for the design of

OPRFB only obtained limited success in improving the spectral efficiency, or equivalently,

reducing the oversampling ratio K/M . These efforts start with an oversampling ratio of

2 in [47] and continue with values of 3/2 [55] and 5/4 [25, 35]. It is only recently that

authors in [36,56] succeeded in presenting a 9/8 and 17/16 oversampling ratio in the design

of OPRFB, respectively.

1.2.2 Synchronization and equalization

The performance of FBMC systems in data transmission over frequency selective channels is

studied in [41,58,59] for different prototype filters. It is generally shown that FBMC systems

can outperform OFDM by a sizeable margin under non-ideal conditions of operation due to

the better spectral containment of their subband filters. Nevertheless, they remain sensitive

to the time and frequency selectivity of the channel and require accurate estimation of the

CIR to combat these impairments through equalization. Moreover, similar to other types

of MCM, FBMC systems are more sensitive to CFO than single carrier (SC) systems, since
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the CFO induced by the mismatch between the transmitter and receiver oscillators may

result in ISI or ICI [12,38,60–64]. As a result, it is of particular interest to develop efficient

CFO and CIR estimation techniques in order to compensate these channel impairments in

FBMC systems and in particular, for the subset of OPRFB systems.

In the past, a vast body of literature has been devoted to the study of CFO and CIR

estimation algorithms for OFDM systems by relying on training sequence [11], cyclic prefix

[65,66], iterative maximum likelihood (ML) [67,68] and expectation-maximization [69,70].

However, the consideration of these problems in the more general context of FBMC is fairly

recent. CFO estimation for OFDM/OQAM systems is addressed in [59,71,72] and the CIR

estimation for these systems is reviewed in [73]. In particular, joint synchronization methods

based on scattered pilots and the conjugate symmetry property of OFDM/OQAM are

presented in [59] and [72], respectively. One of the main efforts to jointly estimate the CFO

and CIR for critically sampled FMT systems is developed in [74], where the CIR is estimated

in the frequency-domain after CFO estimation in the time-domain. Several methods have

also been proposed to mitigate the sensitivity of FBMC systems to synchronization errors

assuming known or simplified CIR. A time-domain data-aided symbol timing and CFO

synchronization method based on the least squares (LS) approach is developed in [71] for

FMT and OFDM/OQAM systems operating over frequency-flat additive white Gaussian

noise (AWGN) channel. Alternatively, in [75,76], the authors propose a frequency-domain

ML-based data-aided CFO estimation algorithm for FMT systems. The results in these

works show that the data-aided methods outperform the blind ones (i.e., non-data-aided)

proposed in [77,78] in terms of estimation accuracy and complexity.

Unfortunately, while the above mentioned contributions to the estimation of CFO and

CIR in the context of FBMC systems are valuable, they cannot be directly applied to

OPRFB systems due to intrinsic structural differences in signal and filter formats. For

instance, the essential assumption in the method proposed in [75, 76], i.e., the constant

CFO effect over the duration of the receive filters, is not valid for OPRFB systems as they

employ relatively longer prototype filters. In addition, a majority of these works are based

on an oversimplified broadband flat fading channel model, where the CIR reduces to a

single coefficient [71,77–79].
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1.2.3 Extension to multi-user applications

In recent years, orthogonal frequency division multiple access (OFDMA), which is an exten-

sion of OFDM to multi-user scenarios, has become part of the new standards for broadband

wireless access [80]. Despite its appealing features, OFDMA imposes strict requirements on

the frequency and timing synchronization, where inaccurate compensation of CFO results

in ICI and multiple access interference (MAI), while timing error leads to interblock inter-

ference (IBI) and severe error rates [81]. However, it has been shown that FBMC methods

in the multi-user context can effectively cancel MAI due to their low sidelobe filters [82].

They also exhibit a superior performance and lower computational complexity compared

to OFDMA [63, 82]. Finally, most of the FBMC methods allow unsynchronised users to

transmit simultaneously which significantly increases the system flexibility.

In this thesis, we also focus on multi-user implementation of OPRFB systems referred

to as multi-user OPRFB (MU-OPRFB). In contrast to OFDM and some other FBMC

methods that require at least one frequency guard interval between users, MU-OPRFB

systems can still separate the users without employing any frequency guard interval due to

the selectivity of their filters, so that higher bandwidth efficiency can be achieved. However,

similar to other MCM systems, OPRFB transceivers are sensitive to CFO, which will lead

to performance degradation unless it is properly compensated. Also, the effects of frequency

selectivity of the channel in these transceivers should be removed through equalization at

the receiver side.

The estimation procedure of the CFO and channel equalizer coefficients in the downlink

of MU-OPRFB systems is similar to the single-user OPRFB situation. That is, each

mobile terminal (MT) exploits a dedicated subset of received pilot signals to find the

unknown parameter for his/her particular connection. However, this process in the uplink

transmission is more challenging, since the base station (BS) receives a waveform that

consists of the superposition of the users’ transmitted signals affected by different CFOs

and CIRs. Once the uplink CFO and equalizer coefficients (based on the estimated CIR) of

each user have been estimated, they must be employed to compensate the effects of CFO

and frequency selective fading channel to recover the data from each user.

Once the uplink CFO and CIR coefficients of each user have been estimated, they must

be employed to compensate their effects through appropriate frequency synchronization

and channel equalization mechanisms. There have been several methods proposed for CFO
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compensation for FBMC systems, however, they are not suitable for OPRFB transceivers

due to inherent structural differences. Recently, a maximum likelihood (ML) based CFO

recovery method for single-user OPRFB transceivers has been reported in [79], where the

channel is modeled as a simple flat fading additive white Gaussian noise (AWGN) channel.

However, this method is not flexible enough to address the multi-user synchronization

requirements and cannot provide the required equalizer coefficients.

There have been several methods proposed for CFO compensation in multi-user FBMC

systems, however, they are not suitable for OPRFB transceivers due to the structural

differences as briefly explained in Section 1.2.2. In [81], it is shown that the choice of

CFO estimation method in multi-user context depends on the adopted subband allocation

scheme. Moreover, channel estimation can only be performed within the allocated subbands

of each individual user separately, as each user is only assigned a subset of the whole

frequency band. Recently, the block allocation schemes, in which a block of contiguous

bands is allocated to each user, has drawn more attention in the industry, as e.g., in

LTE [80]. Therefore, it is of special interest to develop synchronization and equalization

methods and algorithms that perform well with various allocation schemes, and especially

with the blocked one.

1.3 Thesis Objectives and Contributions

The aim of the proposed research in this thesis is to develop an efficient FB based trans-

mission technique for MCM applications. To be more specific, the main goal of this thesis

can be stated as follows:

1. To develop computationally tractable methods for the design of OPRFB transceiver

system with good spectral containment

2. To propose and investigate new techniques of CFO and CIR estimation, and especially

the joint estimation of the required CFO and CIR parameters, for the purpose of

synchronization and channel equalization in the application of OPRFB over frequency

selective channel and in the presence of CFO.

3. To extend the above parameter estimation techniques to the uplink transmission in

the multi-user applications of OPRFB
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Regarding the first objective, we propose an efficient design method for OPRFB trans-

ceiver system. The PR property is enforced by employing a parametric class of elementary

paraunitary transformations to form the polyphase filtering matrices of the transmit and

receive sub-systems. In turn, the prototype filter coefficients of the analysis and synthesis

FBs can be naturally expressed in terms of the entries of these paraunitary polyphase

matrices, allowing for a complete yet efficient parameterization of the desired OPRFB.

The design is formulated as a minimization problem over the new parameter space, where

the objective function is the stop-band attenuation of the subband filters. By employing

the Hermitian unitary and post-filtering factorization methods of paraunitary matrices

[53, 54], we are able to reduce the number of representation parameters compared to the

approach in [36, 37]; hence, the optimization process is faster and less complex than with

other available approaches. The resulting prototype filters benefit from excellent spectral

containment, i.e. high stop-band attenuation and sharp transition band. Unlike some other

recently proposed methods, there is no restriction on the choice of the upsampling factor K

versus the number of subbands M . In particular, we can further reduce the oversampling

ratio of the FBMC system to 33/32, as will be presented. Such flexibility is essential to

achieve different spectral efficiencies in a variety of application scenarios. The bit error rate

(BER) performance of the proposed FBs in MCM transceiver applications is evaluated via

extensive computer experiments in frequency selective and AWGN channels. The result

show increased immunity of the new system against NBI and colored noise, as compared to

OFDM. Furthermore, because it employs sharp PR filters with much lower sidelobes, the

proposed transceiver structure outperforms ODFM and other recently proposed methods

when used in the presence of CFO.

For the second objective, we begin by developing a data-aided joint ML estimator of the

CFO and CIR that is specifically designed for OPRFB systems operating over frequency

selective fading channels. Then, by exploiting the structural and spectral properties of

these systems, we are able to considerably reduce the complexity of the proposed estimator

through simplifications of the underlying likelihood function. The Cramer Rao bound

(CRB) on the variance of the joint unbiased CFO and CIR estimators is also derived as

a by-product of the ML analysis. The performance of the proposed joint ML estimator is

investigated by means of simulations under realistic conditions of transmission with CFO

and frequency selective fading channels. The effects of using different pilot schemes for

applications in wireless scenarios over time-invariant and (mobile) time-varying channels are
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also examined. The results show that the proposed joint ML estimator exhibits an excellent

performance, where it can accurately estimate the unknown CFO and CIR parameters for

the various experimental setups under consideration. Using these estimates, it is possible to

compensate the effects of CFO and frequency selective fading channel on the transmission

performance of OPRFB-based MCM systems under realistic wireless conditions. Finally,

by employing different pilot patterns, we show that in mobile scenarios with fast time-

varying channels, the proposed joint estimator and compensation methods still exhibit a

reliable performance.

Finally, in connection with the third objective, we develop a data-aided joint ML es-

timator of the CFO and CIR that is specifically designed for application of OPRFB in

the uplink of multi-user MCM systems operating over frequency selective fading channels.

Using the estimated CFO and CIR respectively, we are able to compute the frequency

offset and find the one-tap per subband equalizer coefficients for the allocated subbands

of each individual user. This method is tested via simulations over realistically modeled

frequency selective channels with different subband allocation schemes. Moreover, differ-

ent pilot patterns have been considered for the proposed estimation method over the time

varying channel. The simulation results, for different experimental setups, demonstrate

that the proposed estimation scheme can provide a reliable performance in the application

of MU-OPRFB.

Parts of the research presented in this thesis have been published or submitted for

publication in peer-reviewed journals and refereed conferences, as listed below:

Journal papers:

[J-1] S. Rahimi and B. Champagne, ”Oversampled perfect reconstruction DFT modulated

filter banks for multi-carrier transceiver systems,” Signal Processing, vol. 93, no. 11,

Nov. 2013, pp. 2942-2955.

[J-2] S. Rahimi and B. Champagne, ”Joint channel and frequency offset estimation for over-

sampled perfect reconstruction filter bank transceivers,” submitted to IEEE Trans-

actions on Communications, Sept. 2013, currently under revision.

[J-3] S. Rahimi and B. Champagne, ”Joint synchronization and equalization in uplink

transmission of multi-user OPRFB transceivers,” to be submitted to IEEE Wireless

Communications Letters, Dec. 2013.



1 Introduction 12

Conference papers:

[C-1] S. Rahimi and B. Champagne, ”Perfect reconstruction DFT modulated oversam-

pled filter bank transceivers,” in Proc. European Signal Processing Conference (EU-

SIPCO), Barcelona, Spain, Aug. 2011, pp. 1588-1592.

[C-2] S. Rahimi and B. Champagne, ”On the robustness of oversampled filter bank mul-

ticarrier systems against frequency offset,” in Proc. IEEE International Symposium

Wireless Communication Systems (ISWCS), Paris, France, Aug. 2012, pp. 944-948.

[C-3] S. Rahimi and B. Champagne, ”Carrier frequency recovery for oversampled perfect re-

construction filter bank transceivers,” in Proc. International Conference on Wireless

and Mobile Communications (ICWMC), Nice, France, July 2013, pp. 140-145.

Note that the author of this thesis is the main contributor of all the aforementioned, co-

authored publications.

1.4 Thesis Organization and Notations

Chapter 2 presents an up-to-date review of the MCM techniques including OFDM and

other notable FBMC methods. The basics of multirate signal processing along with dif-

ferent types of FBs are also discussed in this chapter. The newly proposed efficient design

method for OPRFB transceivers is presented in Chapter 3, where its performance over

AWGN and frequency selective channels is compared with OFDM and other FBMC meth-

ods. In Chapter 4, a data-aided joint ML estimator of the CFO and CIR that is specifically

designed for the purpose of synchronization and equalization of OPRFB systems is devel-

oped and evaluated under various conditions of operation. In Chapter 5, extension of the

joint estimation/compensation method for application to the uplink of a OPRFB system

in multi-user scenario is presented. Finally, Chapter 6 briefly summarizes the main contri-

bution of the thesis, presents some concluding remarks and provides suggestions for future

work.

Bold-faced letters indicate vectors and matrices, e.g. A. The (i, j)th entry of a matrix

is represented by [A]i,j. The superscripts T and H stand for the transpose and Hermitian

transpose of a vector or matrix, respectively, while the superscript ∗ denotes complex

conjugation. IK and 0K×M respectively denote the K × K identity matrix and K × M
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zero matrix. The paraconjugate operation on a matrix function E(z) is defined by Ẽ(z) =

E(1/z∗)H . A M × K matrix function E(z) is said to be paraunitary if Ẽ(z)E(z) = cIK ,

where c > 0 is a constant. �x� and �x� denote the integer floor and ceiling of x. Finally,

a is congruent to b modulo m, [a]m = b or a ≡ b(mod m), whenever a − b is divisible by

m. E{.}, Re[.] and Im[.] stand for the expected value, real part and imaginary part of their

arguments, respectively.
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Chapter 2

Background on Filter Bank

Multicarrier Modulation

The basic idea behind MCM can be simply explained as follows. Consider a communication

system with data rate R bits per second (bps) and bandwidth B. The coherence bandwidth

of the channel is assumed to be Bc < B, so that the transmitted signal experiences frequency

selective fading. MCM seeks to divide the transmitted bit stream into several substreams

and send these over different subbands1, where M denotes the number of subbands. The

data rate in each of these subbands, denoted RM , is much less than the total data rate,

typically RM 
 R/M , and the bandwidth of each subband BM is much less than the total

system bandwidth, BM 
 B/M . The number of subbands M (or substreams) is chosen to

ensure that the bandwidth of each subchannel BM is less than the coherence bandwidth of

the broadband channel Bc, i.e., BM � Bc, so that each subchannel experiences relatively

flat fading. Alternatively, in the time-domain, the symbol time T of the modulated signal in

each subband is inversely proportional to the subchannel bandwidth, that is T 
 1/BM �
1/Bc 
 Tc, where Tc denotes the delay spread of the channel. Thus if the number of

subbands is large enough, the symbol time is much larger than the delay spread, so each

subband experiences little ISI degradation.

In this chapter, a comprehensive description of common MCM methods and their ap-

plications is presented. In Section 2.1, OFDM is reviewed in detail as it is one of the most

popular forms of MCM. The basic properties of multirate FBs are then presented in Section

1The terms subchannel, subband and subcarrier are used interchangeably in this thesis.
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Fig. 2.1 OFDM with IDFT/DFT implementation

2.2. Some notable FBMC techniques are finally discussed in Section 2.3.

2.1 OFDM

The OFDM realization of MCM is shown in block diagram form in Figure 2.1. The input

data stream, which consists of complex modulated symbols (such as, e.g., QAM), with

data rate R bps, is passed through a serial-to-parallel converter, whose output is a set of

M parallel data streams x0[n], · · · , xM−1[n], which correspond to the symbols transmitted

over each subcarrier at sampled time n ∈ Z. The resulting substreams, with data rate

RM = R/M , are then passed through an inverse DFT (IDFT) operation block. At each

time n, the IDFT yields the OFDM time-domain samples consisting of the sequence ξi[n]

of length M , defined as

ξi[n] =
1√
M

M−1∑
j=0

xj[n]w−ij, 0 ≤ i ≤ M − 1, (2.1)

where w = e−j2π/M . To avoid ISI, a CP of length Lcp is then added to the OFDM symbol

as depicted in Figure 2.2. Further details about the purpose of the CP function will be

explained in the next section. The resulting samples are assembled by the parallel-to-serial

converter into a time-domain sequence y[m] of length M + Lcp and passed through the

radio frequency (RF) chain (not shown) for transmission over the channel. Specifically, the

final digital stream y[m] is passed through a digital-to-analog converter, resulting in the

baseband OFDM signal which in then upconverted to carrier frequency fc.

The transmitted signal is filtered by the CIR, which is modeled as an FIR filter of length
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Q with discrete-time baseband equivalent system function

H(z) =

Q−1∑
l=0

h[l]z−l, (2.2)

where h[l] is the impulse response of the channel. In practice, the channel output is cor-

rupted by an additive noise sequence v[m], which also includes additional noise generated

within the RF front-end of the receiver. The received signal is downconverted to base-

band where it is sampled by an analog-to-digital converter to obtain the received baseband

discrete-time signal ȳ[m]. The input-output relationship of the noisy channel can therefore

be expressed as

ȳ[m] = y[m] ∗ h[m] + v[m]

=

Q−1∑
l=0

h[l]y[m − l] + v[m], Lcp − 1 ≤ m ≤ M − 1, (2.3)

where ∗ denotes discrete-time convolution.

At the receiver side, assuming perfect symbol synchronization, the prefix of ȳ[m] consist-

ing of the first Lcp samples is removed and the remaining time samples are serial-to-parallel

converted. In the absence of noise, the DFT of the resulting signal can be expressed as

x̄i[n] = xi[n]Hi[n], (2.4)

where Hi[n] is the flat fading channel gain associated with the ith subchannel during the

transmission time of the nth symbol. It can be seen from (2.4) that the ith subband output
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is a scaled version of the input. The demodulator can use the channel gains to recover the

original symbols by dividing out these gains, as in

x̂i[n] = x̄i[n]/Hi[n], (2.5)

where x̂i[n] denotes the equalized output of the ith subband. As a result, the OFDM system

can effectively decompose the wideband frequency selective channel into a set of narrow-

band orthogonal subchannels with different QAM symbols being sent over each subchannel.

However, this simple frequency equalization technique can lead to noise enhancement, as

the noise in the ith subchannel is also scaled by 1/Hi[n] during the equalization process.

In practice, there exist some other preferred approaches such as precoding, adaptive

loading and coding across subchannels to mitigate the effects of flat fading subchannels [83].

Also, when M is large, the IDFT and DFT blocks can be efficiently implemented using the

fast Fourier transform (FFT) algorithm [84].

2.1.1 The Cyclic Prefix

Consider the application of an input sequence ξ0[n], · · · , ξM−1[n] of length M to a discrete-

time channel with FIR h[m] of integer length2 Q = Tc/Ts, where Tc is the channel delay

spread and Ts is the sampling time of the discrete-time signal. To avoid the effect if ISI

between adjacent symbols, a CP is appended to the sequence ξi[n]. Specifically, the CP

for ξi[n] is defined as the sub-sequence ξM−Q+1[n], · · · , ξM−1[n] and consists of the last

Q − 1 values of the channel input sequence, where Q ≤ M − 1 is assumed. For each

consecutive input sequences of length M , also called block, the last Q − 1 samples of each

block are appended at its beginning as shown in Figure 2.2, which produces a new sequence

y[m], −Q + 1 ≤ m ≤ M − 1 of length M + Q − 1, where y[−Q + 1], · · · , y[M − 1] ≡
ξM−Q+1[n], · · · , ξM−1[n], ξ0[n], · · · , ξM−1[n]. This relation can also be written completely

as

y[m] = ξ[m]M [n], −Q + 1 ≤ m ≤ M − 1 (2.6)

where [m]M denotes m modulo M . Hence for 0 ≤ m ≤ M − 1 and 0 ≤ l ≤ Q − 1, (2.6)

implies that y[m − l] = ξ[m−l]M [n]. When y[m] is passed through a channel with impulse

2That is h[m]=0 for m < 0 and m ≥ Q.
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response h[m], the channel output ȳ[m] for 0 ≤ m ≤ M − 1, can be expressed as

ȳ[m] = y[m] ∗ h[m]

=

Q−1∑
l=0

h[l]y[m − l]

=

Q−1∑
l=0

h[l]ξ[m−l]M [n]

= ξm[n] � h[m] (2.7)

where � denotes the M -point circular convolution and is defined as

a[m] � b[m] =
M−1∑
l=0

a[l]b[m − l]M . (2.8)

Therefore, by adding a CP to the channel input, the linear convolution of y[m] with the

CIR h[m] is effectively transformed into a circular convolution.

On the receiver side, the CP is removed and a DFT of the remaining time samples is

computed. Let x̄i[n] denote the output of the ith subband, which is obtained through the

DFT operation, applied on ȳ[m]:

x̄i[n] = DFT{ȳ[m]} =
1√
M

M−1∑
m=0

ȳ[m]wim (2.9)

where 0 ≤ i ≤ M − 1. Based on the DFT properties, we can therefore write

x̄i[n] = DFT{ȳ[m]}
= DFT{ξm[n] � h[m]} = xi[n]Hi[n]. (2.10)

As a result, in the absence of noise (i.e., assuming v[m] = 0 in (2.3)), the input signal can

be recovered as

xi[n] =
x̄i[n]

Hi[n]
(2.11)

Here, the transmitted block y[m] for −Q + 1 ≤ m ≤ M − 1 has length M + Q − 1, out
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of which Q − 1 samples associated to CP are redundant. However, during transmission,

the first Q − 1 samples of ȳ[m] = y[m] ∗ h[m] in a given block, i.e., those with index

−Q + 1 ≤ m ≤ −1, are corrupted by ISI associated with the last Q − 1 samples of a prior

block. Because of the CP , these corrupted samples can be discarded without any loss

relative to the original input sequence. Therefore, this process can also be interpreted in

the time-domain as using a guard band of duration Tc (the channel delay spread) before

every block of M time-domain samples of duration MTs to remove the ISI between these

data blocks.

However, this simplicity in the data recovery process with OFDM is achieved at a cost

of underutilizing two resources. First, the Q−1 samples that are added to the input block,

result in a relative overhead of (Q − 1)/(M + Q − 1), and consequently an effective data

rate of only M/(M + Q − 1). The second loss is the transmit power required to send the

CP that is also wasted as the corresponding received samples are discarded at the receiver.

In practice, the length of the CP should exceed the channel delay spread Tc to remain

effective in eliminating ISI, that is LcpTs ≥ Tc 
 (Q− 1)Ts, hence the minimum CP length

Lcp ≥ Q − 1. Therefore, to minimize the overhead (in both cases) due to the CP, it is

preferred to have M as large as possible. OFDM schemes that insert zero signal samples

instead of the CP have been proposed to reduce the loss in the transmit power; these are

known as OFDM with zero padding. However, these schemes have their own shortcomings

as well, such as increasing receiver complexity [85], and in general, OFDM with CP is the

preferred choice in practice.

2.1.2 OFDM Challenges

Although the signals transmitted on the subbands of an OFDM system are mutually or-

thogonal in the time-domain, they have significant overlap in the frequency-domain. This

is illustrated in Figure 2.3, which shows the magnitude response of various modulated DFT

subband filters derived from a common prototype filter with rectangular impulse response.

Specifically, let

wl[n] =

⎧⎨
⎩e

j2πln
M , 0 ≤ n ≤ M − 1

0, otherwise
(2.12)
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Fig. 2.3 Magnitude of the frequency response of three adjacent subband
filters of OFDM (M = 64, l ∈ {15, 16, 17})

with corresponding discrete-time Fourier transform (DTFT)

Wl(ω) =
M−1∑
n=0

wl[n]e−jωn (2.13)

where 0 ≤ l ≤ M−1. Figure 2.3 shows the magnitude response |Wl(ω)| of selected subband

filters from this set for l ∈ {15, 16, 17} We note in particular, the large spectral overlap of

adjacent mainlobes and the high sidelobe level, where the first sidelobe in only 13 dB lower

than the mainlobe. Nevertheless, under ideal conditions, these prototype signals wl[n] are

orthogonal when transmitted synchronously in time and the frequency separation of the

subcarriers is then perfect.

In practice, the subcarrier separation is imperfect and this is generally caused by vari-
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ous effects, such as mismatched oscillators between the transmitter and receiver, Doppler

frequency shifts and timing synchronization errors. For instance, mobility of the receiving

terminal results in ICI, as the orthogonality among the subcarriers is destroyed due to the

Doppler frequency shift or Doppler spreading [11]. In the past, a vast body of literature

has been devoted to studying the effects of frequency and timing offset in OFDM systems

and developing means to overcome their impact, by considering the use of CP and other

training sequences [11, 65, 66], and applying various estimation methods such as iterative

maximum likelihood (ML) [67,68] and expectation-maximization [69,70].

Another important drawback of OFDM is its sensitivity to NBI, which can degrade

performance not only by corrupting the data on the subband where it is present, but

also the data of neighbouring subbands due to the low attenuation of the sidelobes. As

a result, the BER performance of an OFDM system degrades rapidly in the presence of

NBI. In wireline ADSL systems, where NBI is common, adaptive data loading is employed

to combat NBI [86]. However, this method requires accurate channel state information

(CSI) feedback from receiver to transmitter, which is not always possible in wireless sys-

tems. Various methods intended for interference mitigation in wireless OFDM, including

coded OFDM [87, 88], spread spectrum OFDM [89], as well as post-detection techniques

involving equalizers [90], frequency-domain subtractive cancellation using singular value

decomposition [91] and excision-based techniques [92] have been reported in the litera-

ture and compared in [9]. These methods either require modifications to the transmitted

OFDM signal which are not supported by current OFDM standards, or substantial signal

processing to estimate and remove the interference from all OFDM frequency bins.

Yet, another issue with OFDM, that is also relevant to other MCM methods, is the

relatively high PAPR that is inherent in the transmitted signal. When the signals in many

of the various subbands add constructively in phase, large signal peaks in the transmitted

signal power occur. Such large peaks may result in clipping in a digital-to-analog converter

or can saturate the power amplifier. Therefore, to reduce the PAPR in complex MCM

systems, different methods have been reported in the literature, as summarized in [93].

The application of OFDM to the multiuser context, in the form of OFDMA, has been

recently proposed in a number of standards such as IEEE 802.16 [7]. In OFDMA, each user

is allocated a subset of the subcarriers for its data transmission. To prevent ICI, the user

signals must be precisely time-synchronized at the receiver input. As a result, OFDMA only

works well in the downlink transmission, where all the subcarriers are transmitted form the
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BS. The synchronization in the uplink of OFDMA is challenging because of the physical

separation between the users and may not be feasible in some scenarios. Therefore, some

additional countermeasure steps based on signal processing techniques have to be taken to

minimize the interference between the signals originating from different users. These extra

synchronization measures are strict and add significant complexity to the implementation

of such systems.

Currently, wireless networks are characterized by static spectrum allocation policies.

Due to the increase in spectrum demand, these policies have resulted in spectrum scarcity in

particular spectrum bands. Moreover, spectrum utilization data reveal that a large portion

of the assigned frequency bands is used sporadically [94], leading to underutilization of

a significant amount of spectrum. In order to solve this spectrum inefficiency problem,

dynamic spectrum access techniques were recently proposed, where cognitive radio (CR) is

the key underlying technology behind these techniques. CR aims to address the spectrum

scarcity problem by opportunistically identifying the vacant or underutilized portions of

the spectrum and transmitting within these bands, while ensuring that any licensed users of

the same bands are not affected. Recently, some forms of OFDM have also been proposed

for CR systems in channel sensing for coexistence of licensed and unlicensed users [95].

However, the receiver and transmitter filters of OFDM have large sidelobes that can lead

to leakage of signal powers between the subbands of different users. Also, OFDM suffers

from spectral inefficiency as it requires 5/24/92 subbands as guard-bands to achieve -20/-

30/-40 dB interference level, respectively, in reference to the subchannel power level.

Despite these shortcomings and challenges facing OFDM, it has to be emphasized that

OFDM also benefits from many important and desirable features as stated before. How-

ever, although widely adopted in the current standards, OFDM is not necessarily the best

solution for many future wireless applications. In the following sections, some other MCM

methods, and specifically FBMC techniques, along with their advantages and shortcoming

are presented as an alternative to OFDM.

2.2 Multirate Filter Banks

In general, a FB consists of an array of M filters, indexed by i ∈ {0, · · · , M − 1}, where

each filter processes a discrete-time input signal xi[n] and produces a corresponding output

yi[n]. When the inputs of all the M filters are equal (i.e., the input branches of the M
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filters are connected to a single pick-off node where the input is applied), or xi[n] = x[n] for

0 ≤ i ≤ M − 1, the filters analyze this input x[n] based on their frequency characteristics.

This particular configuration of the FB is called a AFB, and is illustrated at the left-hand

side of Figure 2.4. Alternatively, when the individual inputs xi[n] are processed by the FB

and their associated outputs yi[n] are added together (i.e., the output branches of the M

filters are connected to a common adder), a new signal is synthesized as y[n] =
∑M−1

i=0 yi[n].

The resulting configuration is called a SFB, as shown in the right-hand side of Figure 2.4.

FBs that work at different sampling rates are called multirate FBs and are the main

structural elements in the application of multirate signal processing [2–4]. For instance, in

many applications, the output of each filter yi[n] in the analysis FB only occupies a small

portion of the available bandwidth at the given sampling rate. The resulting signals can

therefore be downsampled to lower the number of operations without losing the information

in the original signals, as long as the conditions of the Nyquist sampling theorem hold [2].

Conversely, the inputs of the system which are narrowband in nature can be upsampled
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and band-pass filtered so that each occupy a desired portion of the spectrum. In this way,

by adding the resulting outputs, each occupying a different portion of the spectrum, a new

signal with broader bandwidth can be obtained.

The real power of FBs can be exploited when these two building blocks, namely the

AFB and SFB, are used in pairs as illustrated in Figure 2.4. Important applications of such

systems can be found in speech coding [96], video coding [97] and adaptive filtering, e.g.,

acoustic echo cancellation [98]. In an analogous manner, the reverse combination of these

two blocks as depicted in Figure 2.5, forms a transceiver, sometimes called transmultiplexer,

that is the basis for multicarrier communications. In this application, the input signals xi[n]

for i ∈ {0, · · · , M − 1} can be interpreted as a collection of narrowband signals which are

aggregated by the SFB for transmission over a broadband channel. The AFB then perform

the reverse operation to obtain the recovered signals x̄i[n] corresponding to the original

input xi[n]. In this thesis, we focus on the latter configuration, i.e., SFB followed by AFB,

which is reviewed in much further details below.

2.2.1 Basic Multirate Operations

The above described operations of downsampling (decimation) or upsampling (interpola-

tion), form the basic building blocks of multirate processing systems. These operations are

reviewed briefly in the following paragraphs.

Decimation

Decimation by an integer factor K, or simply K-fold decimation, is denoted by ↓ K. It is

defined as the process of reducing the signal sampling rate by only selecting one of every

Kth symbol of the filtered sequence. The filtering of the input signal to prevent aliasing

is usually performed before the downsampling as depicted in the block diagram form in

Figure 2.6. Consider a discrete-time signal a[m] and an antialiasing filter with a FIR g[m]
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of length D. The discrete-time filter output ag[m] is given as

ag[m] = a[m] ∗ g[m]

=
D−1∑
l=0

a[m − l]g[l]

=
∑

l

a[l]g[m − l], (2.14)

where the summation over l on the right-hand-side of (2.14), is delimited by the finite

support of this FIR filter g[l]. The output of the decimator block, ad[n], can be expressed

in the time-domain as

ad[n] = ag[Kn]. (2.15)

This operation is illustrated for K = 2 in Figure 2.7. Thus, ad[n] can be expanded in terms

of the input signal a[n] and the analysis filter coefficients g[n] as follows

ad[n] =
D−1∑
l=0

a[Kn − l]g[l] =
∑

l

a[l]g[Kn − l]. (2.16)
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let A(z), Ad(z), Ag(z) and G(z) denote the z-transform3 of signals a[n], ad[n], ag[n] and the

FIR filter g[n], respectively. The above time-domain formulation corresponds the following

equations in the z-domain.

Ag(z) = A(z)G(z) (2.17)

Ad(z) =
1

K

K−1∑
l=0

Ag(z
1/Ke−j2πl/K)

=
1

K

K−1∑
l=0

A(z1/Ke−j2πl/K)G(z1/Ke−j2πl/K) (2.18)

In turn, frequency-domain representation of these operations are obtained by setting z =

e−jω in the above expressions. In particular, the output spectrum of the downsampled

3The z-transform of discrete-time signal a[n] is defined as A(z) =
∑∞

n=−∞ a[n]z−n, where z is the
complex variable.
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signal ad[n] in Figure 2.6 consists of the repetitions of its input spectrum, i.e., Ag(e
−jω), but

expanded by a factor K, shifted by multiples of 2π. Figure 2.8 illustrates the representation

spectra of the various signals a[n], ad[n] and ag[n] in the K-fold decimation process, for the

special case K = 4.

Interpolation

Sampling rate expansion by an integer factor K, or simply K-fold upsampling, is denoted

by ↑ K. It is defined as the insertion of K − 1 zeros between adjacent samples of the low

rate input signal, that is

bu[m] =

⎧⎨
⎩b[m/K], if m/K ∈ Z

0, otherwise
(2.19)

where b[n] and bu[m] are the input and output of the upsampling block. This operation is

illustrated for K = 2 in Figure 2.9.

To prevent imaging, the filtering of the output bu[m] is usually performed after the
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downsampling as depicted in the block diagram form in Figure 2.10. Consider an anti-

imaging (interpolation) filter with a FIR f [m] of length D. The discrete-time filter output

bf [m] is given as

bf [m] = bu[m] ∗ f [m]

=
D−1∑
l=0

f [l]bu[m − l]

=
∑

l

bu[l]f [m − l], (2.20)

where the summation over l in the right-hand-side of (2.20), is delimited by the finite

support of the FIR filter f [m]. Since K − 1 out of every K consecutive values of bu[l] are

zero, the interpolation output can be expressed as

bf [m] =
∑

l

b[l]f [m − lK]. (2.21)

The corresponding equations in the z-domain are

Bu(z) = B(zK), (2.22)

Bf (z) = Bu(z)F (z) = B(zK)F (z), (2.23)

where B(z), Bu(z), Bf (z) and F (z) respectively, denote the z-transform of signals b[m],

bu[m], bf [m] and the FIR filter f [m]. Figure 2.11 illustrate representation spectra of the

various signals b[m], bu[m] and bf [m] in the K-fold interpolation process, for the special

case K = 4. It can be seen that the input signal spectrum is compressed and, as a result,

the fundamental frequency range −π ≤ ω ≤ π now contains repeated images of this basic

spectral shape. The interpolation filter then can be used to remove the undesired images

of the original spectrum.

Noble Identities

The Noble identities provide the means for interchanging the operations of filtering and

up/downsampling. The first identity, illustrated in block diagram form in Figure 2.12,
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indicates that linear filtering of the low-rate output of a decimator by K with G(z) is

equivalent to filtering of the high-rate input with G(zK) followed by a K-fold decimator.

Similarly, the second identity, illustrated in block diagram form in Figure 2.13, indicates

that K-fold interpolation of the low-rate output of a linear filter with F (z) is equivalent to

filtering with F (zK) of the high-rate output of a K-fold interpolator.

In practice, the interchange of the up/downsampling blocks with the linear filter through

Noble identities is quite useful. Indeed, it makes it possible to implement the filtering

operation at a lower sampling rate, and can lead to a more efficient implementation of

multi-rate system through the use of the polyphase decomposition, as will be exemplified

in Chapter 3.

2.2.2 Transceiver Transfer Relations and Reconstruction Conditions

Based on the multirate equations provided in the previous section, the input-output rela-

tions for the transceiver structure depicted in Figure 2.5 can be derived. First, using (2.21),

the output of each filter in SFB, denoted as yi[m] for 0 ≤ i ≤ M − 1, can be expressed in
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terms of the input signal xi[n] as

yi[m] =
∑

p

xi[p]fi[m − pK]. (2.24)

As a result, the output of the SFB , i.e., y[m], which is the summation of subbands’ outputs

is written as

y[q] =
M−1∑
j=0

yj[q]

=
M−1∑
j=0

∑
p

xj[p]fj[q − pK]. (2.25)

In the absence of noise and assuming an ideal channel transmission4, that is as ȳ[m] = y[m].

Also, similar to (2.16), the outputs of the AFB, i.e., x̄i[n] for 0 ≤ i ≤ M−1, can be expressed

as

x̄i[n] =
∑

q

ȳ[q]gi[nK − q]. (2.26)

4In practice, the transmitted signal y[m] is filtered by the CIR and corrupted by an additive noise.
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Substituting (2.25) in (2.26), the we obtain

x̄i[n] =
∑

q

M−1∑
j=0

∑
p

xj[p]fj[q − pK]gi[nK − q]

=
M−1∑
j=0

∑
p

xj[p]

(∑
q

fj[q − pK]gi[nK − q]

)
. (2.27)

It is desirable that the input and the output signals, i.e., xi[n] and x̄i[n] for 0 ≤ i ≤
M − 1, be similar as possible to simplify the recovery process of the transmitted signals.

As noted in Section 1.2, if the FB is designed so that the inputs xi[n] and the outputs x̄i[n]

of the transceiver are exactly the same, i.e., xi[n] = x̄i[n], the FB is called a PR FB. Using

(2.27), the PR condition on subband filters can be derived as

∑
q

fj[q − pK]gi[nK − q] = δijδnp, (2.28)

where the summation is over the finite support of the subband filters and δij denotes the

Kronecker delta function, i.e., δij = 1 if i = j and δij = 0, otherwise. the input-output

relationship (2.27) can be equivalently expressed in the z-domain as follows

X̄i(z) =
1

K

K−1∑
l=0

Y (z1/Ke−j2πl/K)Gi(z
1/Ke−j2πl/K)

=
1

K

K−1∑
l=0

M−1∑
j=0

Xj(z)Fj(z
1/Ke−j2πl/K)Gi(z

1/Ke−j2πl/K)

= Ti,i(z)Xi(z) +
M−1∑
j=0
j �=i

Ti,j(z)Xj(z), (2.29)

where

Ti,j(z) =
1

K

K−1∑
l=0

Fj(z
1/Ke−j2πl/K)Gi(z

1/Ke−j2πl/K). (2.30)

Ti,j(z) represents the transfer function between the input of the jth subband, xj[n], and

the output of the ith subband, x̄i[n]. In practice, for i �= j, Ti,j(z) represents the leakage.
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The PR condition (2.28), therefore, can be expressed in the z-domain as

Ti,j(z) =

⎧⎨
⎩1, i = j

0, i �= j
(2.31)

2.2.3 Modulated Filter Banks

Although it is possible to divide the available spectrum into unequal subbands, as in wavelet

multitone techniques [40, 99], it is common to divide the spectrum into subbands of the

same size. In this case, the subchannels use the same up and downsampling rates, and

the resulting FB is called a uniform FB [2]. In the mid-seventies, a two channel system

referred to as the quadrature mirror filter (QMF) was proposed as one of the first uniform

FBs [100]. The idea behind QMF was generalized to the case of M channels FBs in the

following decade. Early works employed the original two channel QMF block in a nested tree

fashion to divide the subchannels recursively into smaller subbands, while keeping the same

properties as the two channel QMF blocks [101]. The parallel M -channel FB structure, as

opposed to the tree configuration, was later introduced in [102, 103] where it was shown

that PR with overlapping subband filters is possible. To devise an arbitrary M -channel

FB transceiver, it is necessary to design and implement M transmit and M receive filters

which makes the design process quite complex. To overcome this limitation, modulated

filter banks have been proposed [2] and are now widely used as a computationally efficient

solution whenever FBs are needed. In this approach, the transmit and receive subband

filters are all derived from a single prototype filter, which can be more efficiently designed

due to the reduced number of free parameters. In this regard, cosine modulated FBs and

DFT modulated FBs can be employed, where the basic idea is to shift the lowpass prototype

filter in frequency to the desired center frequency of each subband. These approaches are

reviewed below.
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Fig. 2.14 Cosine modulated filter bank with odd stacked subbands

Cosine Modulated Filter Banks

The analysis and synthesis filters for cosine modulated FBs are formed from a single FIR

prototype filter of length D with system function

Fp(z) =
D−1∑
n=0

fp[n]z−n, (2.32)

where fp[n] for 0 ≤ n ≤ D − 1 is the corresponding impulse response. In effect, cosine

modulation amounts to a positive frequency shift in range [0, π], in which the passband

of the prototype filter is moved around a new center frequency within that range. In the

special form of cosine modulation proposed in [17], the ith synthesis subband filter, fi[n]

for 0 ≤ n ≤ D − 1 and 0 ≤ i ≤ M − 1, is derived from the prototype filter fp[n] through

fi[n] = 2fp[n] cos

(
(i +

1

2
)

π

M
(n − D

2
) − (−1)i π

4

)
. (2.33)

Similarly, the analysis subband filters can be constructed as

gi[n] = 2fp[n] cos

(
(i +

1

2
)

π

M
(n − D

2
) + (−1)i π

4

)
. (2.34)

This particular choice of cosine modulated FB is designed for critical sampling of real-

valued signals. Here, the FB is denoted as odd stacked, where the lowpass prototype filter
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Fig. 2.15 Cosine modulated filter bank with even stacked subbands

is frequency shifted around new center frequencies at ωi = (i + 1
2
) π

M
for 0 ≤ i ≤ M − 1

by multiplying fp[n] with cosine sequences. It can be seen that if the prototype filter

is real valued5, then the synthesis and analysis subband filters are real-valued as well. In

other words, the cosine modulation of fp[n] generates two passbands in the frequency range

[−π, π] with center frequencies at ±ωi and frequency response that are complex conjugate

of each other, i.e., F ∗
i (e−jω) = Fi(e

jω). As a result, if a real-valued signal is applied at

the input of a cosine modulated (analysis) FB, the corresponding subband signals are also

real-valued. Employing well-known properties of the DTFT [84], the frequency response of

the synthesis subband filter fi[n] as

Fi(e
jω) =

D−1∑
n=0

fi[n]e−jωn

=
D−1∑
n=0

2fp[n] cos

(
(i +

1

2
)

π

M
(n − D

2
) − (−1)i π

4

)
e−jωn

= ejφiFp(e
j(ω−ωi)) + e−jφiFp(e

j(ω+ωi)) (2.35)

5Equivalently, a real-valued filter fp[n] results in a conjugate symmetry frequency response with respect
to zero frequency , that is F ∗p (e−jω) = Fp(ejω)
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where Fp(e
jω) =

∑D−1
n=0 fp[n]e−jωn is the frequency response of the prototype filter and

φi = −(i + 1
2
) π

M
D
2

+ (−1)i π
4

is the phase of the modulated filters. Alternatively, in the so-

called even stacking form of cosine modulation, the subband filters can be shifted around

center frequencies at ω̄i = iπ
M

. The odd and even stacking options are depicted in Figures

2.14 and 2.15. We note that there exist other similar types of cosine modulated FBs

with minor differences in the location of subband center frequencies and the phase of

the modulation sequences. However, they all share many characteristics with the above

particular choices of cosine modulation, as described by (2.33) and (2.34).

The cosine modulated FBs can be implemented efficiently using the discrete cosine

transform and designed to have PR or NPR property [3]. However, some of the odd-stacked

cosine modulated FBs with symmetric6 prototype filter are inherently PR systems, and this

allows the use of unconstrained non-linear optimization methods to design the prototype

filter [2]. Note that by using two different prototype filters for the synthesis and analy-

sis FBs, other beneficial properties such as better stopband attenuation can be achieved.

However, the design process is more complicated as the number of design parameters is

doubled and the PR property is not guaranteed.

Due to the real-valued nature of the cosine modulated FBs, it is more common to apply

them only on input signals derived from real symbol constellation. Indeed, using complex

symbols makes the process of equalization more complicated, since any non-linear channel

will cause a phase rotation in the transmitted signals. In turn, this requires the use of

computationally expensive post combiners on the receiver side that need to perform various

linear combinations of the present and past received symbols from different subchannels

[39, 40]. In [16, 29], the authors propose a method to simplify the post combiner structure

by employing a modified receiver structure. Although the computational complexity of the

receiver is increased,it is reported in these works that a two-tap per subcarrier equalizer is

sufficient to mitigate the ISI, which is considerably less than the number of taps normally

required for the proper operation of post-combiners. Another timely issue with cosine

modulated FBs is their extension to MIMO systems. In particular, the application of

Alamouti space-time coding scheme [104] is nontrivial because most of the MIMO coding

schemes require a complex orthogonality property, whereas cosine modulation only provides

real orthogonality [13].

6fp[n] of length D is symmetric when fp[n] = fp[D − 1 − n], where 0 ≤ n ≤ D − 1.
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DFT Modulated Filter Banks

The DFT modulated FBs can be viewed as a complex extension of the cosine modulated

ones. A common prototype filter is used to generate the subband filters but now the mod-

ulating sequence is complex-valued and the whole frequency range is divided into uniform

subbands. In the literature, there exist many variations of complex modulated FBs, such

as the modified DFT modulated FB [105] and the exponentially modulated FB [106,107].

However, all these further developments of the modulated FB theory show similar char-

acteristics to the basic DFT modulated FBs and can be fitted in the same category. In

this approach, subband filters are shifted across the whole frequency range [0, 2π], where

it provides even-stacked subbands with complex conjugate property, as depicted in Figure

2.16. Considering the general transceiver structure in Figure 2.5, the time-domain coeffi-

cients of the synthesis and analysis subband filters in DFT modulated FBs, denoted as fi[n]

and gi[n] respectively, can be obtained from those of the corresponding prototype filters

coefficients, fp[n] and gp[n] respectively, through the following modulation operations:

fi[n] = fp[n]w−in = fp[n]ej2πin/M (2.36)

gi[n] = gp[n]w−in = gp[n]ej2πin/M (2.37)
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for 0 ≤ i ≤ M − 1, 0 ≤ n ≤ D − 1 and w = e−j2π/M . Thus, the system functions of the

synthesis and analysis subband filters can be expressed as

Fi(z) = Fp(zwi) =
D−1∑
n=0

fp[n]w−inz−n (2.38)

Gi(z) = Gp(zwi) =
D−1∑
n=0

gp[n]w−inz−n (2.39)

where Fp(z) =
∑D−1

n=0 fp[n]z−n and Gp(z) =
∑D−1

n=0 gp[n]z−n represent the system functions

of the synthesis and analysis prototype filters, respectively.

A key advantage of DFT modulated FBs over basic OFDM is that by employing longer

prototype filters, much more selective subband filters can be designed. We point out how-

ever that having the PR property is not guaranteed by default and requires the use of

special techniques in the design of the prototype filters. DFT modulated FB can be viewed

as a generalized form of OFDM. In fact, if K = M , where K denotes the interpola-

tion/decimation factor in Figure 2.5, and both Fp(z) and Gp(z) are M -tap rectangular

filters, i.e., fp[n] = gp[n] = 1 for 0 ≤ n ≤ M − 1, the resulting synthesis/analysis DFT

modulated FB reduces to the use of a simple IDFT/DFT operation, like the one being used

for OFDM as in Figure 2.1 [36]. It can be shown that DFT modulated FB can be more

efficiently implemented by employing the FFT algorithm and the polyphase decomposition

of the prototype filters.

2.2.4 Oversampled Filter Banks

A FB used in either the subband processing or the transceiver configurations is called

critically sampled if the interpolation/decimation factor is equal to the number of subbands,

that is if K = M . As a result, in a critically sampled system, the transmission rate at the

input and output of both the AFB and SFB is identical. In the transceiver configuration,

when the interpolation/decimation factor is greater than the number of subbands, i.e.,

K > M , the FB is said to be oversampled7. In this case, on average, every K output

7In subband processing configuration (Figure 2.4), the condition K < M represents the oversampled
case.
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Fig. 2.17 Spectral characteristics of an oversampled FBMC system

samples of the transmitter contain K − M redundant samples. Figure 2.17 illustrates the

spectral characteristics of the transmit AFB, where the ith spectral shape corresponds to

the frequency response of the ith subband filter. In this figure, FsK/M is the frequency

spacing between adjacent subbands, where the sampling rate of the input signal in each

band is Fs = 1/Ts. In effect, the transmission bandwidth B = KFs is divided to M equally

spaced subchannels, where the signals on each channel occupy an effective bandwidth of

Fs, which in total have a bandwidth of MFs. Therefore, the spectral efficiency η of the

system can be derived as

η =
MFs

KFs

= M/K (2.40)

It is evident that larger oversampling ratio increases the frequency spacing and decreases

the spectral efficiency. However, to achieve PR and good spectral containment in DFT

modulated FBs, some redundancy should be added to the system and in this respect,

oversampling is an ideal candidate to fulfill these requirements. The main advantage of

oversampled FBs (i.e. K > M) over critically sampled ones (K = M) is that in the

former case, additional design freedom is available that can be used to obtain PR property

and additional spectral containment, hence, better interference and noise immunity within

each subband. This additional design freedom is a consequence of the non-uniqueness of

the receiving filters satisfying PR property, for a given set of oversampled transmitting

filters [46].

The CP in OFDM systems and zero padding in vector coding transceiver systems [108]

are examples of other common forms of redundancy. Consider a typical model of a broad-

band transmission system where the residual channel (following the time-domain equal-
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ization) is represented by an FIR filter H(z) of length L , i.e., H(z) =
∑L−1

m=0 h[m]z−m.

As mentioned in Section 2.1, in OFDM or the vector coding system, PR is achieved us-

ing redundancy in the form of CP or zero padding, where the amount of redundancy is

K − M ≥ L. Therefore, to remain competitive, these redundancies in oversampled FBs

should not exceed that introduced by the CP or zero padding in these existing systems.

Over the past few decades, oversampled FBs have drawn a considerable amount of at-

tention within the research community. Initially, most of the research was focused on the

subband processing structure, as shown in Figure 2.4 with decimation and interpolation

factors less than the number of subband filters, i.e., K < M [46–48,109,110]. The connec-

tion between subband processing and MCM transceivers (i.e., transmultiplexing) system

was first acknowledged by Vetterli in [102]. It can be shown that in the general oversam-

pled case [103], a duality relationship between subband processing and transmultiplexer

systems, such as the one established in [102, 111] for critically decimated systems, does

not exist. However, for DFT modulated FBs, there exists such a duality relation between

these two processing configurations [112]. As a result, any oversampled DFT modulated

FB design, i.e. its prototype filter, can be used in both configurations, provided the num-

ber of subbands and oversampling factor are exchanged. In [46–51], it is established that

the PR property of these oversampled systems is equivalent to the paraunitaryness of the

polyphase matrices of transmit and receive FBs.

2.3 A Basic Survey of Different FBMC Types

In this section, some of the most popular FBMC techniques will be presented and their

characteristics will be summarized.

2.3.1 Cosine Modulated Multitone

Cosine modulated multitone (CMT) is a common FBMC technique that employs cosine

modulated FBs [16, 29]. The transceiver structure is similar to that in Figure 2.5, where

the FB is critically sampled (K = M) and a delay block is added before the AFB at the

receiver to adjust the total delay introduced by the system so that it is equal to an integral

multiple of M . The subband filters of this system are derived through cosine modulation of

the prototype filter as in (2.33) and (2.34). Although it is possible to design the prototype

filter to achieve PR property in CMT systems [113], the authors prefer to design NPR FBs
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and hence benefit from superior spectral containment of the subband filters as compared

to the PR case [16,17,29]. In these works, the prototype filter is designed with the aim of

minimizing ISI and/or ICI and maximizing the stopband attenuation.

For instance, a generalized windowing approach is used in [17] to design the prototype

filter with a cost function J(x) that sums ISI and ICI power, where x contains the design

parameters. This method has the advantage of involving only four unknown adjustable

parameters in the design process, independently of the number of subbands and the order

of the prototype filter. The latter, denoted as fp[n], is obtained from the application of the

window method [84] in the form

fp[n] = w[n]hc[n], (2.41)

where w[n] is a symmetric window function of length D8 and hc[n] is the impusle response

of an ideal lowpass filter given as

hc[n] =
sin(ωc(n − D−1

2
))

π(n − D−1
2

)
(2.42)

with ωc being the cut-off frequency of the causal ideal lowpass filter. We note that in (2.42),

the sinc function is shifted by (D − 1)/2 to make fp[n] symmetrical and hence preserves

the linear phase property. The particular window function under consideration in [17] is

the generalized cosine window function with four terms, i.e.,

w[n] =
3∑

i=0

(−1)iAi cos(
2πin

D − 1
) (2.43)

where the weighting coefficients Ai, for 0 ≤ i ≤ 3, are normalized such that
∑3

i=0 Ai =

1. Consequently, the complete CMT system under design is characterized by only four

unknown parameters as represented by vector x = [A0, A1, A2, ωc]; these parameters are

adjusted by minimizing the underlying cost function J(x) referred to above.

In particular, as pointed out in Section 2.2.3, in the case of complex-valued input

signals, channel non-linearities can cause phase rotations in the received signal, which in

turn requires the use of more computationally expensive equalization or receiver structures.

8i.e., satisfying w[n] = 0 for n < 0 or n ≥ D and w[n] = w[D − 1 − n]
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Fig. 2.18 OFDM/OQAM transceiver chain with OQAM pre-processing and
post-processing blocks

Also, the extension of CMT to MIMO systems becomes challenging, and there has been

only few reported studies for very specific applications [114].

2.3.2 OFDM/OQAM

OFDM with OQAM based modulation, denoted as OFDM/OQAM9, is one of the most com-

mon FBMC techniques studied in the literature [15,18,34,43]. The core of OFDM/OQAM

is a critically sampled transceiver structure as shown in Figure 2.18. Its main processing

blocks consist of OQAM pre-processing, SFB, AFB and OQAM post-processing, in that

order. The two OQAM processing blocks are used for the transformation between QAM

and OQAM symbols so that only pure real or imaginary signals can be fed to the subband

filters. The OQAM pre-processing block performs a simple complex-to-real conversion,

where the real and imaginary parts of a complex-valued symbol xi[n] at time n are sepa-

rated to form two new symbols, interlaced in time and denoted as di[l], where l = 2n and

l = 2n + 1. The order of these new symbols depends on the parity of the subband index as

given by

di[2n] =

⎧⎨
⎩Re[xi[n]], i even

Im[xi[n]], i odd
(2.44)

di[2n + 1] =

⎧⎨
⎩Im[xi[n]], i even

Re[xi[n]], i odd
(2.45)

9It is also referred to as staggered multitone or pulse-shaped OFDM.
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This complex-to-real operation (denoted as C2R in the Figure 2.18) increases the sample

rate by a factor of 2. The second operation is the multiplication by a complex exponential

sequence

θi[n] = ej π
2
(i+n) = j(i+n) (2.46)

It should be noted that the sign of θi[n] sequence can be chosen arbitrarily, but the pattern

of real and imaginary samples has to follow the same definition as (2.46).

The operations in the SFB and AFB are similar to what has already been covered in

Section 2.2, where the upsampling/downsampling factor is now K = M/2. This value

of upsampling factor, combined with the doubling of the sampling rate in OQAM pre-

processing block, makes the system critically sampled. In OFDM/OQAM systems, DFT

modulated FBs or a similar types of complex modulation FBs, are often used to generate the

subband filters from a single real-valued linear-phase prototype filter fp[m]. Specifically,

the impulse response of the subband synthesis and analysis filter, say fi[m] and gi[m]

respectively, are obtained as

fi[m] = fp[m]ej 2πi
M

(m−D−1
2

) (2.47)

gi[m] = f ∗
i [D − 1 − m] = fp[m]ej 2πi

M
(m−D−1

2
) (2.48)

where 0 ≤ i ≤ M − 1 and 0 ≤ m ≤ D − 1. When the prototype filter is linear phase, it

can be seen from these expressions that the resulting subband filters are also linear phase.

To guarantee downsampling at the correct phase, an extra delay has to be included at the

input of the AFB [34].

Finally, the OQAM post-processing block converts back the outputs of the AFB to

QAM symbols. To this end, the output of the ith AFB subchannel is multiplied by the

complex conjugate sequence θ∗i [n]. Then, the real-to-complex conversion (denoted as R2C

in the figure) is carried out in which two successive real-valued symbols, say d̄i[2n] and

d̄i[2n + 1], are combined to form a complex-valued symbol x̄i[n] and these decrease the

sample rate by a factor 2. The precise realization of this conversion depends on the parity
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of the subband index, as given by

x̄i[n] =

⎧⎨
⎩d̄i[2n] + jd̄i[2n + 1], i even

d̄i[2n + 1] + jd̄i[2n], i odd
(2.49)

Regarding the design of OFDM/OQAM FBMC systems, the main focus is on the proto-

type filter. Although PR OFDM/OQAM designs are feasible, the high spectral containment

of the prototype filter with NPR property is often favoured to the PR design. In particular,

a frequency-domain technique, called as frequency sampling [115], is considered in [18,43],

where only a few adjustable parameters are required to derive the scalable closed-form

formula for the prototype filter. The latter has length D = LM − 1, where L is a positive

integer called overlapping factor. In this method, the IDFT of the desired frequency re-

sponse at uniformly spaced frequency points is used to derive the prototype filter impulse

response coefficients. The impulse response of the resulting real-valued symmetric FIR

prototype filter can be formulated as [18]

fp[m] = A[0] + 2
U∑

l=1

(−1)lA[l] cos

(
2πl

LM
(m + 1)

)
(2.50)

the coefficient A[l] are the desired values of the frequency response, the parameter U =

(LM − 2)/2 and 0 ≤ m ≤ D − 1. In [105] , it is shown that the proper lowpass filter

characteristics, e.g., DC gain of unity, are guaranteed as long as the following holds.

A[0] = 1

A[l]2 + A[L − l]2 = 1, for 1 ≤ l ≤ �L/2� (2.51)

A[l] = 0, for L ≤ l ≤ U

These relations reduce the number of free design parameters as for the common choice of

L = 4, there is only one free parameter, in terms of which A[0] = 1, A[1] = x, A[2] = 1/
√

2

and A[3] =
√

1 − x2. Thus, based on the optimization criterion the coefficient A[1] is

adjusted.

Different frequency-domain design criteria have been investigated for such systems,

where mostly the stopband region of the filter is taken into account in the objective function.
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The stopband attenuation criterion (also called least squares) attempts to minimize the

stopband energy of the prototype filter with the objective function defined as

J(x) =

∫ π

ωs

|Fp(e
jω)|2dω, (2.52)

where ωs is the stopband frequency. Alternatively, a minimax criterion can be employed

where the objective function is defined as

J(x) = max
ω∈[ωs,π]

|Fp(e
jω)| (2.53)

and the goal is to minimize the maximum stopband ripple. Similar to the design criterion

used in the CMT system described in Section 2.3.1, the total interference power that

originates from the FB structure, including ICI and ISI, can also be considered as an

objective function to be minimized.

The configuration shown in Figure 2.18 is not very efficient for practical applications

because the filtering operations are performed at the higher sampling rate, leading to a

huge amount of unnecessary calculations. Fortunately, various efficient structures have

been proposed to reduce this complexity, including lapped transforms, lattice structures

and polyphase structures [2,3]. However, the polyphase structures are the only one suitable

for the NPR FBs [43]. In these structures, the filtering operations are done at the lower

sampling rate and unnecessary calculations are avoided using the Noble identities provided

in Section 2.2. Also, since DFT modulation is used to derive the subband filters, the

polyphase matrix can be decomposed into the cascade of a DFT operation followed by

multiplication with a simplified polyphase matrix.

Except for the type of modulation, OFDM/OQAM and CMT systems are developed

based on similar principles and as such, a formal mathematical derivation of the relationship

between these two types of systems is given in [19]. In terms of bandwidth efficiency, FBMC

transceivers based on OFDM/OQAM, similar to their CMT counterpart in Section 2.3.1,

are superior to OFDM, as they are critically sampled and do not employ a CP. If the

number of subchannels is sufficiently large so that the channel frequency response over

each subband can be approximated by a flat gain, a single-tap equalizer per subcarrier

will suffice [29]. However, the use of OQAM pre-processing and post-processing blocks

results in the increased complexity of OFDM/OQAM systems, as compared to OFDM
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systems. Finally, the implementation of OFDM/OQAM systems in MIMO scenarios poses

a practical difficulty, for the same reason as pointed out earlier for CMT [44,45].

2.3.3 FMT

FMT is another FBMC approach based on multirate FBs that has been specifically de-

veloped for digital subscriber line (DSL) applications [32, 33] and has been subsequently

investigated for application over wireless channels [21]. In this method, the subband filters

are derived by DFT modulation of a common prototype filter and the transceiver structure

is similar to the general FB structure depicted in Figure 2.5. A computationally efficient

DFT-based polyphase FB architecture is proposed for these systems in [32,33]. As opposed

to CMT and OFDM/OQAM methods which employ critically sampled FBs, FMT allows

the use of oversampling and, as a result, the added redundancy can be used to gain desir-

able properties, such as frequency guard bands as in Figure 2.17. However, the critically

sampled implementation of the FMT is also possible.

In FMT, the DFT modulated transmit and receive subband filters are obtained by

frequency shift of two prototype filters, respectively fp[n] and gp[n] as in (2.36) and (2.37),

where the receive prototype filter is matched to the transmit one, i.e., gp[n] = f ∗
p [D −

1 − n]. The design of the prototype filter is one of the main research problems related to

FMT, where ICI and ISI can be minimized or even completely removed. However, most

of this research is focused on NPR design where a tradeoff between the minimization of

ICI and/or ISI and the spectral containment, e.g., higher stopband attenuation, is pursued

[32,33,41,42]. Moreover, some conventional filters including sinc, Gaussian, and truncated

square-root raised cosine filters, are employed as prototypes for FMT systems and their

performance is compared with OFDM [41,58,116].

Communication systems that employ multi-antenna MIMO configurations to increase

the system throughput and the reliability of the link have become very popular in the

past decade. Unlike some popular FBMC methods, e.g., CMT and OFDM/OQAM, the

application of FMT to MIMO channels is straightforward [117–119]. Moreover, it is shown

that FMT can have better performance than OFDM due to the better sub-channel spectral

containment. In particular, compared to OFDM, a simple one-tap equalizer per subchannel

is sufficient to yield superior signal-to-interference ratio (SIR) and BER performance for

FMT in fast fading environments [41, 58, 116]. Although MCM systems are robust to
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channel frequency selectivity, they are sensitive to CFO [12, 61–64], but FMT appears to

be more robust to this this kind of channel impairment [120].

2.3.4 DFT modulated OPRFB

As previously mentioned, the prototype filter of FMT systems is not designed such that

PR is enforced [32, 33, 41, 42], however, the goal of achieving PR property is desirable. In

practice, even in the presence of a non-ideal channel, the PR property can be exploited to

simplify equalization. While the PR requirement makes the FB design more challenging,

oversampling provides the extra design freedom to fulfill this property [46]. Recently, a

new type of FBMC systems, denoted here as OPRFB systems has been proposed, where

DFT modulated oversampled FBs are employed to achieve the PR property as well as other

beneficial spectral containment features [35, 36]. In terms of configuration and structure,

these systems are similar to FMT, however, the PR property is enforced and as a result

the FB is restricted to oversampled FBs.

In [35], it has been demonstrated that the parameterization of the polyphase matrix in

the oversampled case can be achieved with different degrees of freedom, i.e. with different

numbers of independent rotation parameters, but this approach does not provide a formal

construction algorithm and the solution sets are redundant. Also, it is recognized that the

design becomes significantly complex as the number of subbands increases. Therefore, it

has been proposed to perform polynomial fitting of the design parameters to reduce the

degree of freedom, but this however yields a quasi-orthogonal FB. Similarly, the design

approach proposed in [36] suffers from its use of a large number of design parameters. In

general, in the case of a large number of subbands, the number of design parameters to

be optimized increases drastically and the conventional design processes rapidly becomes

computationally prohibitive. In the same way, increasing the spectral efficiency (i.e., K/M

close to 1) can make the design process overwhelming. However, high spectral efficiency is

of particular interest.

Yet considering the performance of current third generation (3G) broadband wireless

communication systems and the anticipated requirement for fourth generation (4G) and

beyond [8], this limiting cases are currently of great practical interest. In the next chapter

the OPRFB will be investigated in detail, where an efficient design method is presented.
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Chapter 3

OPRFB Transceivers

In this chapter1, we present an efficient design method for OPRFB transceivers. The sys-

tem model under study and the associated design problem are exposed in Section 3.1. A

convenient decomposition of the polyphase filtering matrices of the transmit and receive

sub-systems into main paraunitary factors is developed in Section 3.2. In Section 3.3, the fi-

nal parameterization of the polyphase matrices is achieved through a further decomposition

of one of these factors into elementary paraunitary building blocks. The design of the re-

sulting OPRFB through optimization of their parameters is presented in Section 3.4, along

with design examples of prototype filters. Experimental results of the proposed OPRFB

transceivers are investigated through numerical simulations under different channel and

interference conditions in Section 3.5. Finally, Section 3.6 concludes the chapter.

3.1 Background and Problem Formulation

The OPRFB transceiver system under consideration is depicted in Figure 3.1, where integer

parameters M and K represent the number of subbands and the upsampling factor, respec-

tively; as explained before, we consider oversampled FBs, where K > M . Let xi[n] denote

the complex-valued data sequence transmitted on the ith subband, i ∈ {0, . . . , M − 1},
where n ∈ Z is the discrete-time index at the low sampling rate Fs. Sequence xi[n] is

expanded by a factor of K and then passed through its corresponding subband filter with

system function Fi(z) =
∑

m≥0 fi[m]z−m, where fi[m] denotes the filter impulse response

1Parts of Chapter 3 have been presented at the 2011 European Signal Processing Conference [37].



3 OPRFB Transceivers 48

K

K

K

K

][0 nx

][mν
][1 nxM−

)( 1
0

−MzwF

)( 0
0 zwF )( 0

0 zwG

)( 1
0

−MzwG

][ˆ0 nx

][ˆ 1 nxM−

)( zH... ...

Transmit Filter Bank

Channel

Receive Filter Bank

... ...

][my ][ˆ my

Fig. 3.1 Oversampled FB transceiver

and z ∈ C. The filtered signals are then added together to form the transmitter output

y[m], where m ∈ Z is the discrete-time index at the high sampling rate KFs:

y[m] =
M−1∑
i=0

∞∑
n=−∞

fi[m − nK]xi[n]. (3.1)

In an actual implementation, y[m] would be D/A converted and modulated for trans-

mission over a desired frequency band, followed by demodulation and A/D conversion on

the receiver side; here, we focus on a baseband representation of these operations which

is equivalent from a signal processing viewpoint. The physical transmission channel (in-

cluding transmitter back-end and receiver front-end) is modeled as a linear time-invariant

discrete-time filter with finite impulse response (FIR) h[l] and corresponding system func-

tion H(z) =
∑Q−1

l=0 h[l]z−l, where positive integer Q denotes the filter length. During its

transmission, signal y[m] is corrupted by various additive perturbation sources (radio in-

terference, crosstalk, thermal noise, etc.). Accordingly, the channel output is expressed

as

ŷ[m] =

Q−1∑
l=0

h[l]y[m − l] + η[m] + β[m] (3.2)

where η[m] is modeled as a (zero-mean) additive white Gaussian noise (AWGN) process

and β[m] denotes other possible interferences.

In the receiver, the ith subband signal x̂i[n] is recovered by passing the channel output

ŷ[m] through a corresponding subband filter with system function Gi(z) =
∑

m≥0 gi[m]zm,

where gi[m] denotes the (time-reversed) impulse response (for convenience in analysis, Gi(z)

is assumed to be non-causal; in practice, causality can be restored simply by introducing
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an appropriate delay in the receiver), and decimating the result by a factor of K:

x̂i[n] =
∞∑

m=−∞
gi[m − nK]ŷ[m]. (3.3)

As discussed in Section 2.2.3, the transmit and receive subband filters of a DFT modu-

lated FB are derived from common prototype filters, typically of the FIR type with system

functions F0(z) =
∑D−1

n=0 f0[n]z−n and G0(z) =
∑D−1

n=0 g0[n]zn, respectively, where D is

the common filter length. In this work, D is restricted to be a multiple of M and K,

i.e. D = dMM = dKK, where dM and dK are positive integers. Denoting by P the least

common multiple of M and K, we can also write D = dP P and P = pMM = pKK, with

dP , pM and pK integers. Defining w = e−j2π/M , the system functions of the transmit and

receive filters for the ith subband are respectively obtained as

Fi(z) = F0(zwi) =
D−1∑
n=0

f0[n]w−inz−n, (3.4)

Gi(z) = G0(zwi) =
D−1∑
n=0

g0[n]winzn. (3.5)

Let us consider the K-fold polyphase representation of the ith transmit filter Fi(z):

Fi(z) =
K−1∑
r=0

z−rPi,r(z
K), (3.6)

Pi,r(z) =

dK−1∑
n=0

f0[Kn + r]w−i(Kn+r)z−n. (3.7)

We define the K × M transmit polyphase matrix P(z), with entries [P(z)]r,i = Pi,r(z) for

r ∈ {0, . . . , K − 1} and i ∈ {0, . . . , M − 1} . Similarly, the ith receive filter Gi(z) admits

the polyphase representation

Gi(z) =
K−1∑
r=0

zrRi,r(z
K), (3.8)
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Fig. 3.2 Oversampled DFTM FB transceiver in polyphase representation

Ri,r(z) =

dK−1∑
n=0

g0[Kn + r]wi(Kn+r)zn. (3.9)

We also define the M × K receive polyphase matrix R(z), with entries [R(z)]i,r = Ri,r(z).

Using the above polyphase matrix representations in combination with Noble identities [2],

the FB transceiver structure in Figure 3.1 can be represented as shown in Figure 3.2.

To ensure that transmission is free from ISI and ICI, the prototype filter characteristics

are often chosen to satisfy a PR constraint [33,35,36], where in the case of an ideal channel

(i.e. H(z) = 1, η[m] = 0 and β[m] = 0), the PR conditions is stated as x̂i[n] = cxi[n] for all

i ∈ {0, . . . , M − 1} and n ∈ Z, where c is a constant. Alternatively, this can be expressed

in terms of the transmit and receive polyphase matrices as [35]

R(z)P(z) = cIM . (3.10)

In this work, we consider that the transmit and receive prototype filters are paracon-

jugate of each other, i.e. G0(z) = F̃0(z) or equivalently, g0[n] = f ∗
0 [n]. Selecting the

receive prototype filter in this way implies that the polyphase matrices of the transmit and

receive FBs are also paraconjugate, i.e., R(z) = P̃(z) [2]. Consequently, if P(z) can be

made paraunitary, then the PR property of the transceiver system will be achieved since

R(z)P(z) = P̃(z)P(z) = cIM . In this case, and assuming an ideal channel, the output of

each subband on the receiver side will be a scaled replica of the corresponding subband

input on the transmitter side, or x̂i[n] = cxi[n].

In addition to guaranteeing the PR property of the system, there are numerous advan-

tages for choosing paraunitary FBs as above [2]: no matrix inversion is required in the
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design; the transmit and receive filters are FIR with the same length, and can be obtained

by time-reversal and conjugation of each other (paraconjugate operator); the passband re-

gion of the prototype filter’s magnitude response is constant and the objective function does

not have to explicitly include passband error. Within this framework, the main problems

addressed in this section can be stated as follows:

(1) To find an efficient parameterization of the prototype filter coefficients f0[n], in terms

of a parameter vector θ with reduced dimensionality, such that the transmit and

receive polyphase matrices are paraunitary and the resulting FBs benefits from the

PR property (3.10);

(2) Through the choice of a suitable objective function and its optimization over the

parameter space, to design improved OPRFBs for applications to broadband multi-

carrier transmissions under practical impairments.

3.2 A Factorization of Polyphase Matrix P(z)

In this section, the polyphase matrix of the OPRFB, P(z), is decomposed into paraunitary

factors to establish the PR property. First, we factor the DFT matrix out of P(z) and

highlight that the remaining matrix term, denoted U(z), should be paraunitary as well.

Next, we investigate the structure of U(z), especially the relationship between its entries

and to the desired prototype filter coefficients.

Finally, we explain how to generate a matrix U(z) with the desired structure in terms

of paraunitary building blocks.

3.2.1 Preliminary Factorization of P(z)

We consider the factorization of the polyphase matrices P(z) (and consequently R(z)) using

an approach similar to that in [36,121]. We begin by defining the M ×M DFT matrix W,

with entries [W]i,j = wij, for all i, j ∈ {0, . . . , M − 1}. We also define the block matrices

L0 and L1(z), of respective sizes D × M and K × D, as follows

L0 = [IM , IM , . . . , IM ]T , (3.11)

L1(z) = [IK , z−1IK , . . . , z−(dK−1)IK ]. (3.12)
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Considering first the transmit FB, we represent the D coefficients of the prototype filter

F0(z) by means of diagonal matrix

Γf = diag(f0[0], . . . , f0[D − 1]). (3.13)

Then, using the fact that wM+c = wc, we can write P(z) in a factored form as follows (see

Appendix A):

P(z) = L1(z)ΓfL0W
∗ = U(z)W∗, (3.14)

where we define

U(z) = L1(z)ΓfL0. (3.15)

Proceeding as above, the following factorization can be developed for the receive FB:

R(z) = WLT
0 ΓhL̃1(z), (3.16)

where Γh = diag(h0[0], . . . , h0[D − 1]) = Γ∗
f . Therefore, we can write

R(z) = WŨ(z) = P̃(z). (3.17)

Finally, since WW∗ = MIM , we note from (3.14) that the paraunitaryness of P(z) will

follow automatically from that of U(z). That is:

R(z)P(z) = WŨ(z)U(z)W∗ = MIM (3.18)

if Ũ(z)U(z) = IM .

3.2.2 Structure of U(z)

In order to fulfil the PR property, the paraunitaryness of U(z) should be guaranteed in the

design process. Thus, the structure of U(z) will be further examined in this section. We

begin by partitioning the D × M matrix ΓfL0 into the following format,

ΓfL0 = [FT
0 |FT

1 | . . . |FT
dK−1]

T , (3.19)
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where matrices Fn, n ∈ {0, . . . , dK − 1}, are of size K × M with entries

[Fn]i,r =

{
f0[nK + i], if nK + i ≡ r (mod M)

0, otherwise
(3.20)

Matrix U(z) (3.15) can then be expressed as

U(z) = L1(z)[FT
0 |FT

1 | . . . |FT
dK−1]

T =

dK−1∑
n=0

Fnz−n. (3.21)

Introducing the change of variables n = qpK + α, where q ∈ {0, . . . , dP − 1} and α ∈
{0, . . . , pK − 1}, we can rewrite U(z) as

U(z) =

dP−1∑
q=0

pK−1∑
α=0

FqpK+α z−qpK−α. (3.22)

Noting that pKK = P and P ≡ 0 (mod M), we obtain from (3.20) that

[FqpK+α]i,r =

{
f0[qP + αK + i], αK + i ≡ r (mod M)

0, otherwise
(3.23)

We note that given a pair of indices (i, r), [FqpK+α]i,r is identically zero except possibly for

one specific value of α ∈ {0, . . . , pK − 1} which, if it exists, is denoted as αi,r and satisfies

αi,rK + i ≡ r (mod M). (3.24)

If this is the case, then it follows from (3.23) and (3.24) that

[U(z)]i,r = z−αi,r

dP−1∑
q=0

f0[qP + αi,rK + i]z−qpK ; (3.25)

otherwise [U(z)]i,r = 0. Finally, by introducing the polynomials

Gi,r(z) =

dP−1∑
q=0

f0[qP + αi,rK + i]z−q, (3.26)
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we can simplify equation (3.25) as

[U(z)]i,r = z−αi,rGi,r(z
pK ). (3.27)

3.2.3 Expressing U(z) in terms of Paraunitary Building Blocks

Several efficient parameterizations of paraunitary matrices have been developed and studied

in the literature. Here, we would like to employ some of these parameterizations to construct

matrix U(z). Unfortunately, the elements of an arbitrarily generated paraunitary matrix,

say B(z), will not in general match the structure of U(z) in (3.15). That is, B(z) must be

further restricted such that its components are compatible with U(z). The exact way of

realizing this depends on whether or not M and K are coprime. The details are provided

below.

M and K coprime

When M and K are coprime, i.e. when the least common multiple of M and K is their

product P = MK [122], we have pK = M and pM = K and, consequently, a unique αi,r

in (3.24) exists for all the entries of U(z). We define two paraunitary matrices D0(z) and

D1(z) as

D0(z) = diag(zα0,0 , zα1,0 , . . . , zαpM−1,0), (3.28)

D1(z) = diag(zα0,0 , zα0,1 , . . . , zα0,pK−1). (3.29)

The entries of the product D0(z)U(z)D1(z) can be written as

[D0(z)U(z)D1(z)]i,r = zαi,0+α0,r [U(z)]i,r. (3.30)

Using the index pairs (i, 0), (0, r), and (i, r) in (3.24), we can show that (αi,0 + α0,r −
αi,r)K ≡ 0 (mod M). Equivalently, introducing

α̂i,r = αi,0 + α0,r − αi,r, (3.31)

we have

α̂i,rK ≡ 0 (mod M). (3.32)
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Then, by using (3.27), we can rewrite (3.30) as

[D0(z)U(z)D1(z)]i,r = zα̂i,rGi,r(z
pK ). (3.33)

Since 0 ≤ αi,r < pK , α̂i,r can take only two values, i.e. 0 or pK . Accordingly, the entries

of D0(z)U(z)D1(z) are polynomials in zpK . Let B(z) be an arbitrary paraunitary matrix

B(z) of order L − 1 with entries

[B(z)]i,r =
L−1∑
q=0

bi,r[q]z
−q. (3.34)

Then, it follows from (3.29)-(3.30) that

U(z) = D̃0(z)B(zpK )D̃1(z), (3.35)

U(z) will be paraunitary as well and the PR condition will be satisfied.

Hence, each entry of U(z) can be represented in terms of the corresponding entry of

B(z) as

[U(z)]i,r = z−(αi,0+α0,r)[B(zpK )]i,r (3.36)

Clearly, this will be consistent with (3.28) if the following identity is satisfied:

[B(zpK )]i,r = zα̂i,rGi,r(z
pK ) = zα̂i,r

dP−1∑
q=0

f0[qP + αi,rK + i]z−qpK (3.37)

which is the desired equation linking the prototype filter coefficients to the entries of an

arbitrary paraunitary matrix. Depending on the value of α̂i,r, the coefficients of the pro-

totype filter for i ∈ {0, . . . , K − 1}, r ∈ {0, . . . , M − 1}, and q ∈ {0, . . . , dP − 2}, can be

retrieved as

α̂i,r = 0 =⇒

⎧⎨
⎩f0[qP + αi,rK + i] = bi,r[q]

f0[D − P + αi,rK + i] = 0
(3.38)

α̂i,r = pK =⇒

⎧⎨
⎩f0[(q + 1)P + αi,rK + i] = bi,r[q]

f0[αi,rK + i] = 0
(3.39)
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where some of the prototype filter coefficients are pre-assigned to zero based on (3.37)2.

Moreover, the proper value of L, corresponding to the matrix B(z), can be determined to

be L = dP − 1 such that there is enough entries to derive all the remaining prototype filter

coefficients and preserve the PR property of the system.

M and K non-coprime

In this case, we can not find the proper αi,r that satisfy (3.24) for some pairs (i, r). Thus,

the resulting U(z) consists of zero and non-zero entries. Let τ denote the greatest common

divisor of K and M , i.e. τ = KM/P . For l ∈ {0, . . . , τ − 1}, we define the pM × pK

submatrices Ul(z) in terms of entries of U(z) as

[Ul(z)]a,b = [U(z)]l+aτ,l+bτ , (3.40)

where a ∈ {0, . . . , pM − 1}, b ∈ {0, . . . , pK − 1} and the entries of U(z) are provided by

(3.25). According to [48], the paraunitaryness of Ul(z) for l ∈ {0, . . . , τ −1} guarantees the

paraunitaryness of U(z). It is straightforward to show that for i = l + aτ and r = l + bτ ,

the congruence relation (3.24) can be simplified to

αl+aτ,l+bτpM + a ≡ b (mod pK). (3.41)

Because pK and pM are coprime, the pM × pK submatrices Ul(z) can now be expressed

in a similar fashion as in the previous subsection, i.e. (3.36). Specifically, let Bl(z) for

l ∈ {0, . . . , τ − 1} be arbitrary paraunitary matrices of size pM × pK . Each one of these

matrices can be mapped to its corresponding FB polyphase submatrix Ul(z) through the

following transformation

Ul(z) = D̃0(z)Bl(z
pK )D̃1(z). (3.42)

Note that when M and K are non-coprime, τ different matrices Bl(z) should be generated.

2The assignments of these coefficients to zero explains the different ranges of variation for q in (3.37)
and (3.38)-(3.39)
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3.3 Choice of a Parameterization for Paraunitary Matrix B(z)

In this section, different approaches to parameterize a paraunitary matrix are investigated

and compared to find the most efficient way to build matrix B(z) in the coprime case (3.34)

or matrices Bl(z) for l ∈ {0, . . . , τ − 1} in the non-coprime case (3.42)3. To this end, a

constructive procedure for factoring a paraunitary polynomial matrix B(z) with order L−1

as a product of elementary paraunitary matrices is required.

A basic approach for the factorization of paraunitary matrix with constrained filter

length is proposed in [52]. By employing this order-based method, any paraunitary matrix of

order L−1 can be factorized into a product of L−1 order-one building blocks. This method

is implemented in [37] to parameterize the polyphase matrix for design of real prototype

filters of OPRFB. The completeness4 of this order-based method is proved in [53], where

it is developed into a more efficient structure based on the cosine-sine (CS) decomposition

of Hermitian unitary matrices. As a result, compared to the order-based method in [52],

the authors of [53] are able to reduce the number of free parameters by half in their

method, denoted as cosine-sine decomposition (CSD)-based method here. However, as

noted in [54], even though being complete and minimal5, the CSD-based method involves

redundant parameterized subsets. Thus, by consecutive removal of extra degrees of freedom

in adjacent stages, another factorization method, denoted as post-filtering based method,

is developed in [54], which can further reduce the number of parameters. Here, we develop

these three parametrization methods, namely order-based, CSD-based and post-filtering

based, and then compare them in terms of number of parameters required to represent a

arbitrary paraunitary matrix.

3.3.1 Order-based method

We first generate a square pM×pM paraunitary matrix Δ(z), then apply the transformation

B(z) = Δ(z)Υ, (3.43)

3To simplify the presentation, we use the same notation, B(z), for both cases
4A paraunitary factorization is said to be complete if any paraunitary matrix can be factorized in that

form.
5A structure (or implementation or realization) is said to be minimal if the number of delay elements

is the smallest possible.
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where ΥT = [IpK
,0pK×(pM−pK)]. With regard to Δ(z), the decomposition for an pM × pM

paraunitary matrix in terms of order-one paraunitary matrices as in [2, 52] is used. For

a paraunitary matrix of order L − 1, this decomposition can be written in terms of delay

matrices and unitary matrices as follows

Δ(z) = RL−1Λ(z)RL−2Λ(z) . . .R0, (3.44)

where Λ(z) is a delay matrix

Λ(z) = diag(IpM−rc , z
−1Irc), (3.45)

with rc = �pM/2� and Rj is a unitary product of pM(pM − 1)/2 Givens rotation matrices

[123]:

Rj =

pM−1∏
p=0

pM−1∏
q=p+1

Gp,q(θ
j
p,q) (3.46)

For each real Givens rotation matrix Gp,q(.), one parameter θj
p,q is required [124]. Due to

the fact that there are pM(pM − 1)/2 different off-diagonal positions above the diagonal,

the number of parameters μ
(1)
r required to construct a pM × pM real paraunitary matrix as

in (3.44) is

μ(1)
r = LpM(pM − 1)/2. (3.47)

Recall that the factorization of B(z) is performed to obtain the parameterized prototype

filter coefficients. By using the real Givens rotation matrices, all the coefficients of the

resulting prototype filter will be real. Since DFT modulated FBs are being utilized, there

is no advantage in employing real prototype filters in terms of implementation cost, while

prototype filters with complex coefficients may benefit from better spectral containments.

Therefore, by using complex Givens rotation matrices, we can remove this constraint and

assess the characteristics of the resulting complex prototype filters compared to the real

ones. Note that for each complex Givens rotation matrix two arbitrary rotation angles are

needed, say θ1 and θ2, where a 2 × 2 complex Givens rotation matrix is given by

[
cos θ1 ejθ2 sin θ1

−e−jθ2 sin θ1 cos θ1

]
(3.48)
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Note that the real Givens rotation matrix is obtained by setting θ2 = 0 in (3.48). Similar

to the real case, μ
(1)
c denotes the number of parameters to construct a pM × pM complex

paraunitary matrix as:

μ(1)
c = LpM(pM − 1). (3.49)

3.3.2 CSD-based method

In [53], based on the singular value decomposition (SVD) of coefficient matrices of Δ(z),

it was proved that (3.44) is complete and any paraunitary matrix Δ(z) can be represented

via (3.44). However, due to the highly nonlinear relation between the rotation angles in

(3.44)-(3.46) and the resulting coefficients of matrix B(z), it is reasonable to characterize it

with fewer parameters and reduce the optimization complexity. In [53], it has been shown

that there are some redundancies in the representation (3.44)-(3.46) of Δ(z) and that the

number of required parameters can indeed be reduced. Specifically, (3.44) can be factored

as

Δ(z) = R̄L−1(z)R̄L−2(z) . . .R0, (3.50)

where R̄l(z), which stands for the product RlΛ(z), takes the form

R̄l(z) =
1

2
(I + Al) +

1

2
(I − Al)z

−1. (3.51)

In this representation, Al is a Hermitian unitary matrix with the special structure

Al = diag(Vl,Wl)QlΓlQldiag(VH
l ,WH

l ), (3.52)

where, Vl and Wl are �pM/2�×�pM/2� and �pM/2�×�pM/2� unitary matrices, respectively,

Γl is a diagonal matrix with diagonal entries ±1 (i.e., exactly rc of these entries are equal
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to -1 with

(
pM

rc

)
combinations), and Ql is a real orthogonal matrix of the form

Ql =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

[
Ĉl Ŝl

Ŝl −Ĉl

]
, for even pM

⎡
⎢⎣

Ĉl 0 Ŝl

0 ±1 0

Ŝl 0 −Ĉl

⎤
⎥⎦ , for odd pM

(3.53)

In (3.53), Ĉl and Ŝl are �pM/2� × �pM/2� real diagonal matrices with entries [Ĉl]n,n =

cos(αl,n) and [Ŝl]n,n = sin(αl,n).

We note that with CSD-based method as explained above and using real Givens rota-

tions to obtain Vl and Wl, the coefficients or the entries of B(z) and the resulting prototype

filter’s coefficients will be real. Alternatively, by using complex Givens rotation matrices for

Vl and Wl, complex prototype filters can be derived. The numbers of required parameters

to generate Δ(z) by this approach (3.50)-(3.53) are μ
(2)
r and μ

(2)
c for the real and complex

cases, respectively.

μ(2)
r = (L − 1)

(�pM

2
�(�pM

2
� − 1)

2
+

�pM

2
�(�pM

2
� − 1)

2
+ �pM

2
�
)

+
pM(pM − 1)

2
(3.54)

μ(2)
c = (L − 1)

(
�pM

2
�(�pM

2
� − 1) + �pM

2
�(�pM

2
� − 1) + �pM

2
�)
)

+ pM(pM − 1) (3.55)

Note that these values are almost half of the number of parameters used in the order-based

method (3.44).

3.3.3 Post-filtering based method

In [54], the authors developed an algorithm called post-filtering based method and further

reduced the number of required parameters. By consecutive removal of extra degrees of

freedom in adjacent stages, which is accomplished through a new CS decomposition and

implementing a post-filtering based structure, they succeeded in eliminating redundant

parameters. This structure is derived by forward simplification of (3.44) as follows
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Δ(z) = R̂L−1Λ(z)R̂L−2Λ(z) . . .R0, (3.56)

where

R̂l = diag(Vl,0,Vl,1)Σl, (3.57)

in which, Vl,0 and Vl,1 are special (pM − rc) × (pM − rc) and rc × rc unitary matrices,

respectively. In particular, by absorbing extra parameters into R̂l−1,Vl,0 requires (pM −
2rc)(pM − 2rc − 1)/2 fewer parameters than a unitary matrix of a same size in the real

case [54]. Likewise, in the complex case, there is a reduction of (pM − 2rc)(pM − 2rc − 1)

in the number of design parameters. Moreover, when 2rc < pM , Σl is a pM × pM matrix

that can be expressed as

Σl =

⎡
⎢⎣

I 0 0

0 Cl −S̄l

0 S̄H
l Cl

⎤
⎥⎦ , (3.58)

where, Cl and S̄l are rc × rc diagonal matrices with entries [Cl]n,n = cos(αl,n) and [S̄l]n,n =

ejβl,n sin(αl,n), where αl,n is a rotation angle and βl,n is a phase. Similarly, when 2rc > pM ,

another CS decomposition is derived for Σl in [54]. But as rc corresponds to the number of

delay elements z−1 in Λ(z), it is preferable to choose rc ≤ pM/2, while it does not violate

the completeness of (3.56). In this case 2rc < pM , the numbers of parameters μ
(3)
r and μ

(3)
c

required to construct a pM × pM real and complex paraunitary matrix are, respectively

μ(3)
r = (L − 1)

(
(pM − rc)(pM − rc − 1)

2
− (pM − 2rc)(pM − 2rc − 1)

2
+

rc(rc − 1)

2
+ rc

)

+
pM(pM − 1)

2
, (3.59)

μ(3)
c = (L − 1)

(
(pM − rc)(pM − rc − 1) − (pM − 2rc)(pM − 2rc − 1) + rc(rc − 1) + 2rc

)
+pM(pM − 1). (3.60)

By considering the extra parameters required to form Γl in (3.50), it can be shown that the

number of design parameters in the post-filtering method to generate a paraunitary matrix

of size pM is less than or equal to the one in the CSD-based method. Furthermore, the

number of parameters μ in the post-filtering based approach (3.56) is a quadratic function



3 OPRFB Transceivers 62

of rc which reaches its maximum at �pM/2�.
Table 3.1 lists representative sizes of the parameter vectors of different design methods,

including: the dyadic based method [36,57], the order-based method (3.44), the CSD-based

method (3.50), and the post-filtering based method (3.56).

These sizes are for real and complex prototype filters of length D = 1728 in FBMC

system with M = 64 subbands and K = 72 as upsampling/downsampling factor. These

values are derived for rc = 1 using (3.47), (3.49), (3.54), (3.55), (3.59) and (3.60) and

considering the fact that τ = 8 different matrix B(z) (or Δ(z)) should be constructed.

Unfortunately, due to its limitation, the dyadic based method [36, 57] cannot be used to

design complex prototype filters. Moreover, we note that one of the advantages of the other

three methods over the dyadic based method is that the range of the parameters is limited

to the interval [0, 2π]. Finally, compared to the CSD-based method, the post-filtering based

method does not use the extra sign parameters. While as in (3.52), pM sign parameters

are needed for each Γl in the CSD-based method. Based on the results of Section 3.2

and by employing the method with the least number of parameters, it will be possible to

parameterize B(z) and perform the optimization on its associated parameters.

3.4 Prototype Filter Design

In this Section, the design steps towards the final optimized prototype filter for a given

triplet (K, M, D) are discussed. Depending on whether M and K are coprime, the design

process starts with generating parameterized paraunitary matrices B(z; θ) or Bl(z; θ) for

l ∈ {0, . . . , τ −1} via the methods explained in Section 3.3. In particular, the post-filtering

based method (3.56) has been used due to the fact that the required number of parameters

to design such matrices by this method is less or equal to the other methods. The entries

Table 3.1 Size of parameter vector θ for M = 64, K = 72 and D = 1728

Method μr for real prototype μc for complex prototype
Dyadic based 72 × 8 = 576 N/A
Order-based (3.44) 72 × 8 = 576 144 × 8 = 1152
CSD-based (3.50) 56 × 8 = 448 108 × 8 = 864
Post-filtering based (3.56) 44 × 8 = 352 88 × 8 = 704
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of these matrices are then mapped to the prototype filter coefficients f0[n; θ] using (3.37)

or (3.42). Finally, based on the vector of parameters θ, these coefficients are optimized

according to the design objectives.

3.4.1 Optimization of Prototype Filter

The prototype filter coefficients f0[n; θ] are optimized with respect to the vector of parame-

ters θ. One of the benefits of using a PR FB transceiver is that in the filter design process,

the PR property relaxes any flatness condition on the passband region of the filter. Since

the transmit and receive prototype filters are paraconjugate of each other, the pass band

region of |F0(ω; θ)|2 is constant, where F0(ω; θ) =
∑D−1

n=0 f0[n; θ]e−jωn is the discrete-time

Fourier transform (DTFT) of f0[n; θ] [2]. Therefore, a good spectral containment can be

achieved via minimization of the stop-band energy of the filter, denoted as the cost function

J(θ) =
1

2π

∫ 2π−ωs

ωs

|F0(ω; θ)|2dω, (3.61)

where ωs is the stop-band angular frequency, given by

ωs =
π

M
(3.62)

In order to calculate the cost function J(θ) (3.61) in an efficient way, we employ a FFT-

based algorithm as explained in [36]. Since this optimization problem is a large-scale

non-linear one, we used the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm [125],

which is a quasi-Newton method, for minimizing the cost function.

Alternatively, we can consider the minimax criterion, which aims to minimize the maxi-

mum stop-band ripple instead of the stop-band energy. In minimax design the cost function

is defined as

J(θ) = max
ω∈[ωs,2π−ωs]

|F0(ω; θ)|. (3.63)

The magnitude response of the resulting filter is shaped such that the attenuation is almost

equiripple on the overall stop-band region. In general, we find that with the minimax

criterion, the attenuation is higher near the edge of the stop-band region and the first

few sidelobes are lower than with the stop-band energy minimization criterion, whereas it

results in increased total stop-band energy.
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3.4.2 Comparison of Prototype Filters

It is known that for a given number of subbands M , better spectral features are obtained

if the upsampling factor K and the length of the prototype filter D are increased [36].

However, higher K will sacrifice the bandwidth efficiency of the system and higher D will

increase latency of the system and its computational complexity. These trade-offs must

be balanced carefully in order to maintain low latency, low computational complexity, and

high bandwidth efficiency while benefiting from good spectral features. In this section, we

design a real and complex prototype filter for the transceiver system with M = 64 subbands,

oversampling factor K = 72, and filter length D = 1728. It has been observed that due to

the completeness of the methods (3.44), (3.50), and (3.56), the resulting prototype filters

are almost identical in terms of spectral containment. However as noted in Section 3.3,

the number of parameters in the post-filtering based method (3.56) is less than the other

methods, and consequently, we prefer this method due to its efficient parameterization.

To develop a comprehensive outlook on various FB design and MCM transceiver sys-

tems, the real and complex prototype filters designed by means of the objective function

in (3.61) are compared with the prototype filters of some other design methods including:

NPR-windowing using the generalized windowing-based method [17], NPR-OQAM6 de-

rived by the frequency sampling technique [18] and OFDM. Table 3.2 lists the filter length

D, the stop-band attenuation J(θ) in (3.61) (when ωs = π/M) and the first sidelobe atten-

uation of these filters. Moreover, Figure 3 shows part of the frequency responses (i.e. first

few sidelobes) of these filters. Three key observations must be pointed out: the transition

from passband to stop-band, i.e. the rolloff, of the proposed scheme is much steeper than

all other FB approaches and OFDM; the stop-band energy of the proposed scheme is the

second smallest among its counterparts after the NPR-Windowing method; the attenua-

tions of the first two sidelobes of the proposed scheme are, respectively, about 33 and 40

dB, whereas the attenuations of the first two sidelobes of the OFDM system are 13 and 17

dB, respectively. These observations confirm that the proposed OPRFB offer considerably

better spectral containment than OFDM.

As mentioned in Section 3.1, to restore causality in the PR MCM receiver, there is an

intrinsic delay in the system that is equal to the prototype filter length D, or equivalently,

6Most of the literature regarding the OFDM/OQAM system is focused on NPR systems, whereas the
PR version is also developed [34].
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D/K = 24 symbol durations at the input rate. The issues faced by our proposed system

in the case of burst transmissions, e.g. with regard to the use of a preamble in each burst

for channel estimation, are similar to those faced by other FB-based MCM systems [43].

In particular, when accurate estimation is needed, the data should not interfere with the

preamble signal and the length of the burst must therefore be extended to allow for initial

and final transitions of the preamble due to the filter impulse response. Also, in the case

of a time-varying channel, a basic requirement is that the filter length should be smaller

than the channel coherence time.

3.4.3 Prototype Filter for M = 128 and K = 132

The design of FBMC systems mainly concentrates on the prototype filter design since all the

subband filters are generated from this filter. Moreover, practical applications commonly

necessitate transceiver structures with high number of subchannels, that is, a value of

M in the order of hundreds or thousands is required, e.g. in Digital Video Broadcasting

Terrestrial 2 (DVB-T2) application, the number of subcarriers can go up to M = 215 [126].

Such a demand imposes a significant computational burden on the conventional design

processes as the number of parameters to be optimized may increase drastically or even

become overwhelming. As shown for instance in [25, 36, 37], the number of subbands does

not exceed 80, 128, and 64 respectively.

Moreover, when the ratio K/M approaches 1, the number of parameters increases which

complicates the optimization process as well. Meanwhile, this case is important in practice

since it replaces a more spectral efficient system. The methods presented in the literature

only obtained limited success in improving the spectral efficiency, or equivalently, reducing

the oversampling ratio K/M . These efforts start with an oversampling ratio of 2 in [47]

Table 3.2 Spectral containment of different prototype filters for M = 64
subbands

Method D J(dB) First Sidelobe (dB)
Proposed Real 1728 -35.31 -33
Proposed Complex 1728 -35.29 -33
NPR-Windowing [17] 1024 -36.56 -72
NPR-OQAM [18] 255 -26.80 -45
OFDM 64 -24.27 -13
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Fig. 3.3 Comparison of the first few sidelobes of magnitude responses for
prototype filter of different design approaches with M = 64 subbands

and continue with values of 3/2 [55] and 5/4 [25, 35]. It is only recently that authors

in [36, 37, 56] succeeded in presenting a 9/8, 9/8 and 17/16 oversampling ratio FBMC

design, respectively. Benefiting from effective factorization and efficient parameterization,

we are able to design real prototype filters with oversampling ratio of 33/32. Based on

stop-band energy minimization and minimax criterion, the magnitude responses of these

prototype filters for M = 128 and K = 132 (oversampling ratio 33/32) are depicted in

Figure 3.4. The lengths of these filters are D = 12672 (D/P = 3) and the size of their

parameter vector in the case of a real prototype filter is 560 × 4 (when using the post-

filtering based method with rc = 1). Table 3.3 also lists the stop-band attenuation J(θ) in

(3.61) and the first sidelobe attenuation of these filters. As it is shown in the figure and the

table, by employing the minimax criterion we can increase the first sidelobe’s attenuation
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Fig. 3.4 Magnitude responses of prototype filters for M = 128 and K = 132

by 4 dB, but this results in increased total stop-band energy. Due to the similar spectral

characteristics of the resulting filters, we just focus on the stop-band energy minimization

method in the sequel.

Table 3.3 Spectral containment of prototype filters for M = 128, K = 132
and D = 12672

Method J(dB) First Sidelobe (dB)
Stop-band energy -41.59 -34
Minimax criterion -40.55 -38
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3.5 Numerical Results

In this section, the performance of an OPRFB transceiver using the proposed FB design

approach is investigated through numerical simulations. In particular, the BER of this

system when used over a frequency selective channel in the presence of AWGN is compared

with other well known MCM schemes. The effects of channel impairments such as CFO

and NBI on the BER performance are also examined.

3.5.1 Methodology

Referring to (3.2), we consider two different scenarios for the Q-tap channel C(z) with

channel coefficients c[l]: (1) an ideal (distortion-less) channel for experimenting AWGN,

where Q = 1 and h[0] = 1 and (2) a frequency selective channel consisting of Q = 5

independent Rayleigh-fading taps with an exponentially decaying power delay profile, where

E[|h[l]|2] = Ce−l/4 for l ∈ {0, · · · , 4}, and C is a constant such that
∑Q−1

l=0 E[|h[l]|2] = 1.

The received signal includes an additive white Gaussian noise η[m] with zero mean and

variance E[|η[m]|2] = N0. Moreover, to model a scenario with NBI, a white noise sequence

is passed through a narrow band-pass filter with a bandwidth of 2/M to generate the narrow

band random interference sequence β[m]. We let I = E[|β[m]|2] denote the interference

power. The resulting NBI β[m] is then added to the channel output and white Gaussian

noise η[m] as in (3.2). This simple interference model is realistic for narrow band FM (eg.

cordless telephones) and low rate digital modulations [9, 127,128].

To evaluate the comparative performance of the proposed scheme, BERs versus bit-

energy-to-noise ratio (Eb/N0) of the following MCM systems are compared: proposed

OPRFB with real prototype filter, proposed OPRFB with complex prototype filter, the

NPR-windowing method [17], the NPR-OQAM method [18] designed by criterion C1 in

that reference and a CP-OFDM system. Note that although the NPR schemes are not

designed for optimum performance over AWGN channels, it is insightful to compare their

behaviour in the non-frequency-selective environment as well as in the frequency selective

one. For all of these systems, QPSK modulation is used as an input for each subband

where the filter bank is normalized to have a DC gain of 1. Furthermore, to derive the

BER in each scenario, a number of 104 Monte Carlo trials are performed, where the channel

is fixed in each run but independent from one run to another. In order to fairly compare

these schemes, the redundancy caused by oversampling should be equal to the redundancy
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caused by the cyclic prefix in OFDM. That is, with M = 64 and K = 72, the length of

cyclic prefix is set to Lcp = K − M = 8 in OFDM.

Due to the large number of subbands and the excellent spectral characteristics of the

prototype filters of the systems under consideration, if the channel is mildly frequency

selective, each subband channel can be modelled as a simple (flat) complex gain which

can be equalized by a single tap, similar to [14]. As a result, we implement a one-tap

equalizer per subband assuming perfect CSI, which can be obtained by specialized channel

estimation techniques that will be investigated more in Chapter 4.

The equalizer coefficient for the i-th subband is derived as follows

Ei = H(zi)
−1, (3.64)

where zi = e−j2πi/M for i ∈ {0, · · · , M − 1}. Unless otherwise indicated, we assume perfect

frequency synchronization between the transmit and receive FBs.

3.5.2 Results and Discussion

The computational complexity of FB structures can be evaluated by counting the number of

real multiplications needed to compute an output sequence of length-M . This information

is reported in Table 3.4 for the various MCM systems under consideration, assuming a

polyphase implementation [16, 43], complex-valued data xi[n], and M a power of 2. As

a result, the DFT can be replaced by an FFT, which can be realized more efficiently.

As expected, OFDM shows a complexity advantage over the FB approaches as it just

employs the IFFT/FFT blocks. The proposed design, in addition to the IFFT/FFT blocks

and consistent with other FB methods, employs a polyphase block at the transmitter and

receiver where the complexity depends on the prototype filter length. Also, in the case

of NPR-OQAM, the IFFT/FFT blocks operate at twice the rate of other systems, and

the trivial multiplications by ±1 and ±j in the pre-processing blocks are not considered in

evaluating the complexity.

The BERs versus Eb/N0 for the various MCM systems in the ideal AWGN channel

environment are plotted in Figure 3.5. It can be seen that BER of the FB-based approaches

closely match the suggested theoretical value of BER for QPSK and they all exhibit superior

performance than OFDM by a margin of 0.5dB. This difference in BER performance can

be precisely explained by the use of a CP with 9/8 redundancy ratio. As we have been able
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to verify, the BER of OFDM without CP is in full agreement with other methods. In this

example, the simulated BER for the real and complex versions of the proposed scheme are

almost indistinguishable.

With the NPR-windowing method [17], proper demodulation of the received signal

over the frequency selective channel requires the use of computationally expensive post

combiners to combat the phase rotation caused by non-linear phase channel. As a result, its

BER with only one-tap per subband equalizer is much higher than that of the other MCM

systems with the same equalization method. Therefore, in all of the frequency selective

scenarios, the results of the NPR-windowing method are not presented. Figure 3.6 shows

the BER versus Eb/N0 of the MCM systems over the frequency selective channel. The

proposed schemes exhibit the best performance, followed by NPR-OQAM method at low

signal-to-noise ratio (SNR) and OFDM at high SNR. As mentioned before, the performance

of the proposed methods and NPR-OQAM can be further improved by utilizing a more

complex equalization method. Note that the spectral containment and BER in AWGN

and frequency selective channel of the proposed scheme with real and complex prototype

filters are almost identical. Therefore, for this particular set-up, there is no clear advantage

in using complex prototype filter, although it doubles the number of required parameters

in the design process. In the sequel, we just focus our investigation on the case of real

prototype filters.

It is well known that the performance of OFDM can be easily impaired by NBI. Due

to the better spectral containment of the proposed OPRFB system, as compared to the

OFDM, we expect a better performance in the presence of NBI. Figure 3.7 shows the BER

versus bit-energy-to-NBI ratio (Eb/I) of the mentioned MCM systems, where the Gaussian

noise is set to have a SNR of 7dB. As expected, OFDM exhibits the worst performance due

to the low attenuation in the sidelobes, whereas the proposed method provides the best

Table 3.4 Computational complexity in terms of number of real multiplica-
tions for systems with M subbands and filter length D

Method Number of real multiplications
Proposed 2((M(log2 M − 3) + 4) + 2D)
NPR-Windowing 2((M(log2 M − 3) + 4) + 2D)
NPR-OQAM 4(2M + (M(log2 M − 3) + 4) + 2D)
OFDM 2(M(log2 M − 3) + 4)
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Fig. 3.5 BER versus Eb/N0 for different MCM systems with M = 64 sub-
bands over AWGN channel

performance and the NPR-OQAM remains very close to it. At low SIR, the performance

of the NPR-windowing is worse than the other two FB-based approaches since it employs

cosine modulation and real-coefficient prototype filters. The saturation of BER at very high

SIR results from the fixed SNR level. Similarly, Figure 3.8 shows the BER versus Eb/I in

the frequency selective channel, where all the MCM systems exhibit a similar behaviour as

in the AWGN case and the proposed system offers the best performance over the complete

SIR range.

It has been shown that sensitivity to frequency synchronization is one of the disadvan-

tages of OFDM [12]. Small frequency offset in the OFDM receiver results in an attenuation

of signal amplitude, loss of orthogonality between subcarriers and consequently intercarrier

interference (ICI) from the neighbour subcarriers. The poor spectral containments of the

rectangular window of OFDM is the main reason for its performance degradation in the

presence of CFO. Similarly, many other MCM schemes may be vulnerable against CFO,
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Fig. 3.6 BER versus Eb/N0 for different MCM systems with M = 64 sub-
bands over 5-tap Rayleigh fading channel

since the subbands are tightly spaced in the transmission band [38, 63, 64]. By designing

sharp filters with much lower sidelobes, we can lessen the effect of CFO. To investigate

this effect, we consider a scenario in which the receive FB is not exactly synchronized in

frequency with the transmit FB. That is, we introduce a constant frequency offset on all the

received tones [63]. This offset, denoted as Δf , is measured as percent frequency deviation,

relative to the width of a subband, i.e. intercarrier spacing.

Figure 3.9 and Figure 3.10 show the BERs of all previously compared schemes versus

SNR over the ideal AWGN channel with Δf = 2% and Δf = 5%, respectively. Results

show that the proposed OPRFB outperforms OFDM by a margin of more than 0.5dB.

We note that for the particular choice of parameters in Figure 3.10, NPR-OQAM is more

sensitive to CFO than the other methods under comparison. However, NPR-OQAM can

be implemented with different prototype filters whose choice may have an impact on the

performance of the FB system in the presence of CFO [64]. Likewise, Figure 3.11 and
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Fig. 3.7 BER versus Eb/I (NBI) for different MCM systems with M = 64
subbands over AWGN channel with SNR=7dB

Figure 3.12 show the BERs versus SNR over the frequency selective channel, where the

proposed scheme again offers the best performance.

As mentioned in Section 2.1, OFDM and other MCM systems exhibit a high PAPR

during their transmission phase. When the signals in many of the various subbands add

constructively in phase, large signal peaks in the transmitted signal power occur. In partic-

ular, both OFDM and OPRFB have a PAPR in the range of 12 dB and do not provide any

advantage over each other in that sense. However, to reduce the PAPR in complex MCM

systems, different methods have been reported in the literature, as summarized in [93] and

can be applied to OPRFB systems as well.
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Fig. 3.8 BER versus Eb/I (NBI) for different MCM systems with M = 64
subbands over 5-tap Rayleigh fading channel with SNR=7dB

3.6 Conclusion

In this chapter, a design method for OPRFB transceivers was presented. To ensure the PR

property of the system, the polyphase matrices of the transmit and the receive FBs were

chosen as paraunitary matrices. These matrices were then parameterized, based on factor-

ization methods making use of Givens rotations. Moreover, different methods to reduce

the number of parameters were employed and consequently facilitated the optimization

process. By minimizing the stop-band energy of the prototype filters with respect to the

parameters, prototype filters were designed with good spectral containment such as steeper

transition from pass-band to stop-band, lower stop-band energy, and lower sidelobe levels,

when compared with OFDM and some recently proposed FBMC systems. Numerical ex-

periments show the the proposed scheme offers the lowest BER over AWGN and frequency

selective channels. Furthermore, in the presence of NBI or CFO, the proposed FB is more

robust against such channel impairments compared to the other MCM systems. These
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Fig. 3.9 BER versus Eb/N0 for different MCM systems with M = 64 sub-
bands over AWGN channel with carrier frequency offset Δf = 2%

attractive features come at the price of an increase in the computational complexity and

processing delay of the system.
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Chapter 4

Joint Channel and Frequency Offset

Estimation for OPRFB Systems

In this chapter1, we consider the problem of joint CFO and CIR estimation for OPRFB

systems. Section 4.1 presents the OPRFB system model and discusses the effects of CFO

on the signal recovery process at the receiver side. The joint ML estimator of the CFO

and CIR is developed in Section 4.2, along with relevant practical simplifications, while

the CRB on the joint estimator variance is derived in Section 4.3. The performance of the

proposed joint estimator is evaluated in Section 4.4 and some conclusions are offered in

Section 4.5.

4.1 Problem Formulation

4.1.1 OPRFB System Model

We consider a DFT-modulated OPRFB transceiver system, as depicted in Figure 4.1.

Parameters M and K represent the number of subbands and the upsampling/downsampling

factor, respectively, where K > M (oversampling) is assumed as described in Chapter 2. In

DFT-modulated FBMC systems, the transmit and receive subband filters can be derived

from common prototypes with finite impulse responses (FIR) of length D and respective

system functions F0(z) =
∑D−1

n=0 f0[n]z−n and G0(z) =
∑D−1

n=0 g0[n]zn, where f0[n] and g0[n]

1Parts of Chapter 4 have been presented at the 2012 IEEE International Symposium Wireless Commu-
nication Systems [38] and 2013 International Conference on Wireless and Mobile Communications [79].



4 Joint Channel and Frequency Offset Estimation for OPRFB Systems 80

K K
][0 nx

][1 nxM−
)(1 zFM −

)(0 zF )(0 zG

)(1 zGM−
... ...

Transmit Filter Bank Receive Filter Bank

... ...

][my ][my CFO 
Compensation

][0 nx

][1 nxM−

...

μ̂

Channel

][mν

Channel 
Equalization

0e

1−Me

][ˆ0 nx

][ˆ 1 nxM−

)(zH

K K

C
IR

 a
nd

 C
FO

 
E

st
im

at
io

n

×

×

Fig. 4.1 DFT-modulated OPRFB transceiver with CFO and CIR estimation

are the corresponding impulse response coefficients. For convenience in analysis, Gi(z) is

assumed non-causal although in practice, causality can be restored simply by introducing

an appropriate delay in the receiver. Defining w = e−j2π/M , the DFT-modulated transmit

and receive filters for the ith subband are respectively obtained as

Fi(z) = F0(zwi), Gi(z) = G0(zwi). (4.1)

In this work, the filter length D is restricted to be a multiple of M and K, i.e., D = dP P ,

where P denotes the least common multiple of M and K and dP is a positive integer. To

enforce the perfect reconstruction (PR) property, the paraconjugates of the transmit filters

are employed as receive filters, i.e., gi[n] = f ∗
i [n]. Under this setting, PR can be expressed

as ∞∑
q=−∞

fj[q − pK]f ∗
i [q − nK] = δijδnp, (4.2)

where δij denotes the Kronecker delta function.

Let xi[n] denote the complex-valued data symbol transmitted on the ith subband at

discrete-time nTs, where i ∈ {0, . . . , M − 1}, n ∈ Z, Ts = F−1
s and Fs is the input

sampling rate. On the transmitter side, as shown in Figure 4.1, the input sequences xi[n]

are upsampled by K, passed through their corresponding subband filter Fi(z), and finally

summed. Hence, the transmitter output signal at discrete-time mTs/K is given by

y[m] =
M−1∑
i=0

∞∑
q=−∞

xi[q]fi[m − qK], (4.3)

where the range of the summation over q is delimited by the finite support of the subband

FIR filter, fi[m].
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In a practical system implementation, the signal y[m] is up-converted to a suitable

frequency band via carrier frequency modulation and then transmitted over a noisy channel,

while at the receiver, the reverse demodulation operations are applied. Here, we consider

a baseband equivalent model of these operations in terms of the signal samples y[m].

We assume that during a time interval equal to the processing delay of the transceiver

system (i.e., 2DTs/K), the transmission channel can be modelled as a linear time-invariant

system with FIR h[l] of length Q and corresponding system function H(z) =
∑Q−1

l=0 h[l]z−l.

In this model, the filter length Q is chosen according to the multipath delay spread τds of

the channel, i.e., QTs = Kτds. The channel output is corrupted by an AWGN sequence

ν[m], with zero-mean and variance E[|ν[m]|2] = σ2
ν , assumed to be statistically independent

from the input data. The input-output relationship of the noisy channel can therefore be

expressed as

ȳ[m] =

Q−1∑
l=0

h[l]y[m − l] + ν[m], (4.4)

where ȳ[m] denotes the received baseband discrete-time signal. On the receiver side, ȳ[m]

is passed through a bank of M analysis filters and downsampled by K. Accordingly, for

each subband, the reconstructed signal x̄i[n] can be written as

x̄i[n] =
∞∑

q=−∞
ȳ[q]f ∗

i [q − nK]. (4.5)

Note that in the case of an ideal channel with no noise (i.e. H(z) = 1 and ν[m] = 0), the

PR condition (4.2) ensures that x̄i[n] = xi[n], for i ∈ {0, . . . , M − 1} and n ∈ Z.

4.1.2 Effects of Carrier Frequency Offset

In practice, there often exists a mismatch between the carrier frequency in the receiver and

the transmitter, denoted as CFO. In this case, the received signal ȳ[m] can be modelled

as [71,129]

ȳ[m] = ej2π μ
M

m

Q−1∑
l=0

h[l]y[m − l] + ν[m], (4.6)

where μ is a normalized CFO with respect to the subband spacing FsK/M .

Upon substitution of (4.6) and then (4.3) into (4.5), the reconstructed signal for the ith
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subband, x̄i[n], can be written in terms of the input signals xj[n], for j ∈ {0, ...,M − 1}, as

x̄i[n] =

Q−1∑
l=0

λi,n(l, μ)h[l] + νi[n], (4.7)

where λi,n(l, μ) and νi[n] are defined as

λi,n(l, μ) =
M−1∑
j=0

∞∑
p=−∞

xj[p]γj,p
i,n(l, μ), (4.8)

γj,p
i,n(l, μ) =

∞∑
q=−∞

ej2π μ
M

qfj[q − l − pK]f ∗
i [q − nK], (4.9)

νi[n] =
∞∑

q=−∞
ν[q]f ∗

i [q − nK]. (4.10)

The complex factor γj,p
i,n(l, μ) in (4.9) characterizes the interference level of the pth input

sample from the jth subband on the nth output sample of the ith subband, in the presence

of CFO with magnitude μ through the lth path of the channel. We note that for |n− p| >

(D + Q)/K, due to the finite support of fi[n], γj,p
i,n(l, μ) = 0; accordingly, the range of the

summation over p in (4.8) is finite. The term νi[n] (4.10) represents the additive noise

passed through the ith subband of the receive filter bank. This term has zero-mean and,

due to the PR property imposed on fi[n] in (4.2), its covariance is given by

E
{
νi[p]ν∗

j [q]
}

= δijδpqσ
2
ν . (4.11)

Considering the reconstructed signal x̄i[n] in (4.7), it appears that even if the channel

could be perfectly equalized (equivalent to h[0] = 1 and h[l] = 0 for l �= 0) the presence of

the CFO term ej2π μ
M

q in the interference factor, γj,p
i,n(l, μ) (4.9) would render the transceiver

system non-PR. That is, γj,p
i,n(l, μ) would be non-zero for j �= i or p �= n, and this in turn

would result in a loss of performance in the data transmission process. It is worth to

mention that in previous works [75, 76], it is assumed that the CFO factor ej2π μ
M

q 
 1.

If this was the case, this factor could be taken out of the summation over q in (4.9) and,

consequently, the interference terms γj,p
i,n(l, μ)xj[p] would be negligeagle when j �= i or p �= n,

which does not hold for the OPRFB systems.
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4.1.3 Problem Formulation

As seen from Figure 4.1, if a suitable estimate of μ is available, say μ̂, it can be used to

compensate the CFO at the receiver front-end and thereby avoid its deleterious effects.

Similarly, if estimates of the CIR coefficients h[l] are available, denoted as ĥ[l] for l ∈
{0, . . . , Q− 1}, they can be used on the receiver side to design a set of subband equalizers

to counteract the distortion incurred by the input signals during their transmission. In this

work, we focus on single-tap per subcarrier equalizer, as represented by the coefficients ei

in Figure 4.1, where i ∈ {0, · · ·M − 1}, but generalizations to other, more advanced types

of equalizers are possible. This simple equalization scheme inverts the channel at the center

frequency of the corresponding subcarrier and it works well in mildly selective channels as

long as the number of subcarriers is sufficiently large [14].

Our interest in this work, therefore, lies in the development of an efficient, data-aided

ML based approach for the joint estimation of the CFO parameter μ and CIR coefficients

{h[l]}Q−1
l=0 . We favor the use of data-aided over blind estimation, since the latter generally

requires a long data record to achieve a desired level of accuracy, which in turns entails high

computational complexity and limits applications to static or slowly time-varying channels.

We consider the framework of point estimation theory, where the parameters under esti-

mation are modelled as unknown, yet deterministic quantities, i.e., no prior distribution

is assumed. Given the transmission of a known sequence of pilots, and the subsequent

observation of the reconstructed subband signals over a given time interval, our aim is to

develop and investigate the properties of the joint ML estimator of μ and {h[l]}.

4.2 Joint Estimation

In this section, we first derive a joint estimator of the CFO and CIR based on the ML

principle, which employs known transmitted pilot symbols. We then propose a number of

practical simplifications in the calculation of the associated log-likelihood function (LLF)

that result in a lower implementation complexity for this estimator.

4.2.1 Data-aided ML estimator

We define a data frame as the set of M subband inputs xi[n], for i ∈ {0, 1, . . . , M − 1},
entering the transmit filter bank at time n. We assume that within a burst of N consecutive
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frames, say from time n = 0 to N − 1, a total of T frames, referred to as pilot-frames and

with time indices in T = {tn|0 ≤ t0 < t1 < · · · < tT−1 ≤ N − 1}, are selected for the

transmission of pilots. At any given time tn, a subset of S subbands, referred to as pilot-

subbands and with frequency indices in S = {si|0 ≤ s0 < s1 · · · , < sS−1 ≤ M − 1}, are

dedicated to the transmission of pilot symbols psi
[tn]. In effect, we consider a rectangular

lattice of NP = TS pilot symbols distributed over the time-frequency plane. Note that

NP should be greater than Q to guarantee that there exists enough data to estimate the

Q + 1 unknown CFO and CIR parameters, i.e., μ and h. Given the limited amount of

training data that can be sent to estimate these parameters, it is prudent to select S and

T such that the resulting estimates achieve a good performance (if not optimal) among

other possible choices of S and T with the same NP .

In that regard, we consider two main schemes for the distribution of the pilot symbols

over the frequency axis, i.e. choices of the index set S. In the first one, labeled as Scheme A

for convenience, the pilot-subbands occupy adjacent positions along the frequency axis, i.e.

si − si−1 = 1. In the second one labeled as Scheme B, the pilot-subbands are equispaced

to evenly cover the frequency axis, i.e. si − si−1 = �M/S�, where �.� denotes the floor

function. Obviously, these two schemes are equivalent when S = M . Similarly, in terms of

the distribution of pilot symbols over time, the index set T can be chosen in different ways.

Here, we consider a scheme in which the T pilot-frames are divided into G groups evenly

distributed throughout a burst, with each group consisting of T/G consecutive frames,

where we assume T/G is an integer for simplicity. Examples of the distributions of pilot

symbols over the frequency and time axes are depicted in Figure 4.2.

Let zsi
[tn] denote the reconstructed signal corresponding to the transmitted pilot psi

[tn].

From (4.7), it follows that

zsi
[tn] =

Q−1∑
l=0

λsi,tn(l, μ)h[l] + νsi
[tn]

=

Q−1∑
l=0

λ̄si,tn(l, μ)h[l] + wsi
[tn] + νsi

[tn], (4.12)
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where λ̄si,tn(l, μ) and wsi
[tn] are defined as

λ̄l
si,tn

(μ) =
∑
j∈S

∑
p∈T

pj[p]γj,p
si,tn(l, μ), (4.13)

wsi
[tn] =

Q−1∑
l=0

∑
j �∈S

∑
p�∈T

xj[p]γj,p
si,tn(l, μ)h[l]. (4.14)

The term λ̄l
si,tn

(μ) in (4.13) represents the contribution from all the pilot-carrying time

frames and subbands to the output zsi
[tn], through the lth channel path, whereas wsi[tn]

(4.14) is the total contribution from the non-pilot (i.e. data carrying) input symbols to

zsi
[tn] and can be interpreted as a form of data-interference on the estimation process.

Considering the input symbols xj[p] as independent and identically distributed random

variables with zero-mean and variance σ2
x, it is shown in the Appendix that these interfer-

ence terms wsi
[tn] can be approximated as independent Gaussian random variables with

zero-mean and variance

σ2
w = E

{
|wsi

[tn]|2
}

= σ2
x

∑
p�∈T

∑
j �∈S

|Γj,p
si,tn(μ)|2, (4.15)

where Γj,p
si,tn(μ) =

∑Q−1
l=0 γj,p

si,tn(l, μ)h[l]. Introducing vsi
[tn] = wsi

[tn] + νsi
[tn], (4.12) can be
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rewritten as

zsi
[tn] =

Q−1∑
l=0

λ̄si,tn(l, μ)h[l] + vsi
[tn], (4.16)

If we further assume that the data symbols xj[p] and additive noise νsi
[tn] are indepen-

dent, it follows that vsi
[tn] are independent Gaussian random variables with zero-mean and

variance σ2
v = σ2

w + σ2
ν .

For convenience, we let h = [h[0], h[1], · · · , h[Q − 1]]T denote the column vector of

unknown channel coefficients and define the row vector

λsi,tn(μ) = [λ̄si,tn(0, μ), λ̄si,tn(1, μ), · · · , λ̄si,tn(Q − 1, μ)] (4.17)

In terms of these, (4.16) can be expressed as

zsi
[tn] = λsi,tn(μ)h + vsi

[tn], (4.18)

In order to express the set of equations (4.18) in compact vector form, we first introduce:

zsi
= [zsi

[t0], zsi
[t1], · · · , zsi

[tL−1]]
T (4.19)

λsi
(μ) = [λsi,t0(μ)T , λsi,t1(μ)T , · · · , λsi,tL−1

(μ)T ]T (4.20)

vsi
= [vsi

[t0], vsi
[t1], · · · , vsi

[tL−1]]
T (4.21)

From (4.18), we have

zsi
= λsi

(μ)h + vsi
. (4.22)

We then stack these vectors and matrices over the frequency, and define

Z = [zT
s0

, zT
s1

, · · · , zT
sS−1

]T , (4.23)

Λ(μ) = [λs0(μ)T , λs1(μ)T , · · · , λsS−1
(μ)T ]T , (4.24)

V = [vT
s0

,vT
s1

, · · · ,vT
sS−1

]T . (4.25)

so that

Z = Λ(μ)h + V, (4.26)
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where Λ(μ) is an NP × Q matrix, assumed to be of full column rank.

As a consequence of the AWGN model assumption and subsequent approximations on

the data-interference wsi
[tn], it follows that V is a complex circular Gaussian random vector

with zero-mean and diagonal covariance matrix CV = E[VVH ] = σ2
vI. Accordingly, for

given values of the unknown parameters μ and h, the observation vector Z in (4.26) is also

complex circular Gaussian with mean Λ(μ)h and covariance CZ = σ2
vI. The probability

density function (PDF) of Z, say f (Z; μ,h) can therefore be formulated as

f (Z; μ,h) =
1

πNP det(CZ)
(4.27)

exp
[
−(Z − Λ(μ)h)HC−1

Z (Z − Λ(μ)h)
]

Taking the natural logarithm of this PDF, the LLF [130] for the parameters μ and h can

be expressed (up to a constant term) in the form

L(Z; μ,h) = log
(
f (Z|μ,h)

)
= − 1

σ2
v

[Z − Λ(μ)h]H [Z − Λ(μ)h]. (4.28)

The joint ML estimators of the CFO and CIR is obtained by maximizing the LLF (4.28)

with respect to the unknown parameters μ and h. In effect, this maximization amounts

to finding the hypothetical values of the CFO and CIR such that the distorted pilots by

these parameter values best match (in the LS sense) the reconstructed pilots at the output

of the receive filter bank.

Since the LLF (4.28) is quadratic in the CIR parameters, a closed-form solution can be

obtained for the optimum h in terms of μ. Specifically, fixing μ and varying h in C
Q, the

LLF (4.28) achieves its maximum at

ho(μ) = Λ(μ)† Z (4.29)

where Λ(μ)† = (Λ(μ)HΛ(μ))−1Λ(μ)H is the pseudo-inverse of Λ(μ). Next, upon substitu-

tion of (4.29) in (4.28), the ML estimate of the CFO can be obtained via a 1-dimensional

search, i.e.:

μ̂ = arg max
μ∈M

{L(Z; μ,ho(μ))}, (4.30)
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where M is the search range for μ. In practice, the optimization problem (30) can be solved

in two steps. The first step, or coarse search, computes L(Z; μ,ho(μ)) over a uniform grid of

μ values and determines the location of its maximum on the grid, say μm. The second step,

or fine search, attempts to find the local maximum nearest to μm, which can be handled by

classic optimization methods due to the observed convexity2 of the LLF L(Z; μ,ho(μ)) in

the vicinity of the true CFO. Since this LLF is periodic in μ with a period of one subband

spacing, the search range M must be less than half the subband spacing to avoid ambiguity

in the estimation. Finally, the ML estimate of the CIR is obtained by substituting the μ̂

in (4.29), that is:

ĥ = ho(μ̂) = Λ(μ̂)† Z (4.31)

Except for Q, the maximum delay spread3, no a priori information about the channel

is required to implement the above ML estimator of the CFO and CIR. We also note that

since the CFO μ is estimated first based on (4.30) and then exploited to obtain the CIR

h via (4.31), this approach enables decoupling the estimation of the CFO from the CIR.

Finally, for frequency-flat fading channels with Q = 1, the proposed method reduces to the

ML CFO estimator previously reported by the authors in [79].

4.2.2 Simplifications of the LLF

Here, we propose two simplifications for λ̄si,tn(l, μ) in (4.13), which considerably speed up

the calculation of the LLF (4.30).

First consider the terms γj,p
si,tn(l, μ) in (4.9), whose definition given in (4.9) includes a

summation over the length D (often large) of the prototype filter f0[q]. Recalling that for

DFT-modulated filter banks, we have fi[q] = f0[q]w
−iq, we can write

γj,p
si,tn(l, μ) = wjl+K(pj−sitn)ϕtn,p

si−j(l, μ), (4.32)

where

ϕn,p
α (l, μ) =

∞∑
q=−∞

ej2π μ
M

qf0[q − l − pK]f ∗
0 [q − nK]wqα. (4.33)

2In fact, the LLF is concave in the vicinity of the true CFO, but −L(Z; μ,ho(μ)) is convex. This
characteristic was observed over all of our experiments and for various setup values.

3For higher reliability, we can consider larger values of Q in the ML estimation at the expense of higher
complexity.



4 Joint Channel and Frequency Offset Estimation for OPRFB Systems 89

By this simplification, instead of calculating γj,p
si,n

(l, μ) for all the SM possible pairs (si, j),

it is sufficient to compute ϕn,p
α (l, μ) for at most4 2M −1 possible different values of si− j =

α ∈ {−M + 1, · · · , M − 1} and find the corresponding γj,p
si,tn(l, μ) by multiplication with

a discrete phase factor as in (4.32). Therefore, we can roughly reduce the number of

operations needed to compute the terms γj,p
si,tn(l, μ) by a factor of at least S/2.

Next, consider the λ̄si,tn(l, μ) in (4.13). Due to the excellent spectral containment of the

prototype filters, we can assume that the main source of the CFO-induced interference on

each target subband is due to its first few neighbouring subbands, and that interference from

more distant subbands is negligible [79]. Therefore, as the second proposed simplification,

to derive the total interference from subbands j ∈ S on the subband with index si in (4.13),

it is sufficient to only factor in the contribution from a few neighbouring pilot-carrying

subbands on each side of the sith one. As a result, (4.13) is approximated as

λ̄l
si,tn

(μ) ≈
∑
p∈T

i+β∑
j=i−β

pj[p]γ
sj ,p
si,tn(l, μ). (4.34)

where in practice, the value of β can be set to 2 for Scheme A or less for Scheme B. This

allows a reduction in the number of required operations to compute λ̄si,tn(l, μ) by a factor

S/(2β + 1).

4.3 Joint Cramer Rao Bound

In this section, we derive the CRB on the covariance matrix of unbiased estimators of the

CFO and CIR, assuming the transmitted signals are known (i.e., pilots). We let θ denote

the complete vector of unknown (real) parameters

θ = [μ,hT
R,hT

I ]T , (4.35)

where hR = Re[h] = [hR[0], hR[1], · · · , hR[Q−1]]T and hI = Im[h] = [hI [0], hI [1], · · · , hI [Q−
1]]T represent the real and imaginary parts of h = hR + jhI . Vector θ consists therefore

of 2Q + 1 real entries, which will be indexed by a or b ∈ {0, 1, . . . , 2Q}. Let I(θ) denote

the (2Q+1)× (2Q+1) Fisher information matrix (FIM) for the estimation problem under

4Depending on which specific Scheme A or B is used for the distribution of the pilots over the frequency
axis.



4 Joint Channel and Frequency Offset Estimation for OPRFB Systems 90

consideration. Since ∂CV/∂θa = 0 for 0 ≤ a ≤ 2Q, the (a, b)th entry of I(θ) is given

by [130]

[I(θ)]a,b = E

{
∂2L(Z; θ)

∂θa∂θb

}
(4.36)

= 2Re

[
∂(Λ(μ)h)H

∂θa

C−1
Z

∂(Λ(μ)h)

∂θb

]

=
2

σ2
v

Re

[
S−1∑
i=0

T−1∑
n=0

∂(λsi,tn(μ)h)∗

∂θa

∂(λsi,tn(μ)h)

∂θb

]

To evaluate the FIM, we consider the partial derivative of λsi,tn(μ)h with respect to θa for

three different ranges of the index a, namely: a = 0, 1 ≤ a ≤ Q and Q + 1 ≤ a ≤ 2Q.

When a = 0, we have

∂(λsi,tn(μ)h)

∂θ0

=
∂(λsi,tn(μ)h)

∂μ

=
∂λsi,tn(μ)

∂μ
h (4.37)

For 1 ≤ a ≤ Q, we can write

∂(λsi,tn(μ)h)

∂θa

=
∂(λsi,tn(μ)h)

∂hR[l]
= λsi,tn(μ)

∂h

∂hR[l]

= λ̄si,tn(l, μ) (4.38)

where l = a − 1. Similarly, for Q + 1 ≤ a ≤ 2Q

∂(λsi,tn(μ)h)

∂θa

=
∂(λsi,tn(μ)h)

∂hI [l]
= λsi,tn(μ)

∂h

∂hI [l]

= jλ̄si,tn(l, μ) (4.39)

where l = a − (Q + 1). Therefore, it is straightforward to deduce that

∂(λsi,tn(μ)h)

∂hI [l]
= j

∂(λsi,tn(μ)h)

∂hR[l]
. (4.40)
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As a result, I(θ) can be partitioned as5

I(θ) =

⎡
⎢⎣

I0,0 Re[Υ] −Im[Υ]

Re[Υ]T Re[Ψ] −Im[Ψ]

−Im[Υ]T Im[Ψ] Re[Ψ]

⎤
⎥⎦ (4.41)

where, based on (4.36)-(39),

I0,0 =
2

σ2
v

Re

[
S−1∑
i=0

L−1∑
n=0

∣∣∂(λsi,tn(μ))

∂μ
h
∣∣2] , (4.42)

Υ is a 1 × Q vector with its entries defined as

[Υ]0,b =
2

σ2
v

S−1∑
i=0

L−1∑
n=0

∂(λsi,tn(μ))

∂μ

∗
h∗ λ̄si,tn(b, μ) (4.43)

and Ψ is a Q × Q matrix defined as

[Ψ]a,b =
2

σ2
v

S−1∑
i=0

L−1∑
n=0

(λ̄si,tn(a, μ))∗ λ̄si,tn(b, μ). (4.44)

The CRB on the covariance matrix of an unbiased estimator of θ, say θ̂, is expressed

as Cov(θ̂) ≥ I(θ)−1. In particular,, we can obtain the CRB on the variance of an unbiased

CFO estimator μ̂ as

Var(μ̂) ≥ [I−1(θ)]0,0 = CRBμ (4.45)

Note that in general, the entries of the vector Υ in (4.43) are not identically zero nor can

they be neglected, and there is a coupling between the achievable estimation errors of μ

and h. As a result, the CRB on μ in the absence of channel knowledge will be larger than

the one obtained with known CIR, which would be simply I−1
00 . Similarly, the lower bound

5To simplify notations, the dependence of the FIM entries on the parameter vector θ is omitted.
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on the variance of the CIR’s lth tap is

Var(ĥ[l]) = Var(ĥR[l]) + Var(ĥI [l])

≥ [I−1(θ)]l+1,l+1 + [I−1(θ)]Q+l+1,Q+l+1

= CRBh[l] (4.46)

Assuming independent estimates of the channel taps, we can obtain a lower bound on the

average CIR estimation variance over the different taps by taking the average of (4.46),

which can be expressed as

CRBh =
1

Q

(
tr[I−1(θ)] − [I−1(θ)]0,0

)
(4.47)

This approach is convenient as it provides a single number against which to benchmark the

performance of a particular channel estimation algorithm. Similar to what has been noted

in [129,131], it can be seen that the CRB is a function of the particular channel realization.

Note that in the above derivation of the CRB, we did not use the approximation given

in (4.34) and factored in the contribution from all the input subbands as (4.13), although

such simplifications as in Section III.B could also be applied.

4.4 Experimental Results

In this section, we investigate the performance of the proposed joint ML estimator of the

CFO and CIR (4.30) and (4.31) through numerical simulations. The performance of the

proposed estimator is compared with the derived CRB and some existing methods from

the literature.

4.4.1 Methodology and Setup

We consider an OPRFB transceiver system (cf. Figure 4.1) with burst of size N = 60

symbols, M = 64 subbands, K = 72 upsampling/downsampling factor, input sampling

rate Fs = 41.67kHz and prototype filter of length D = 1728 designed as described in

Chapter 3. The input data sequence xi[n] consists of independent and equiprobable 4-

QAM symbols with normalized power to unity, i.e. |xi[n]| = 1. Without loss in generality,

since the pilot symbols are known to the receiver, we set psi
[tn] = 1 for all pair (si, tn).
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The data at the output of the transmit filter bank is passed through a frequency selec-

tive wireless channel with randomly generated coefficients h[l], based on the International

Telecommunication Union (ITU) Vehicular A channel guidelines [132]. The channel con-

sists of 8 taps, where the fifth and seventh taps are set to zero and the other taps with

delays 0, 0.33, 0.66, 1, 1.66, 2.33 microseconds obey a Rayleigh distribution with relative

average powers of 0, -1, -9, -10, -15, -20 dB, respectively. Here, we consider two different

channel models, i.e.: time-invariant and time-varying. In the first case, the channel re-

mains constant in time for the duration of a transmission burst while in the second case,

the channel fading coefficients are correlated in time according to Jakes’s model [133]. At

the channel output, AWGN with power level of σ2
ν is added to the baseband received sig-

nal to obtain the desired SNR figure, defined as SNR=σ2
s/σ

2
ν with σ2

s = E{s[m]2} where

s[m] =
∑Q−1

l=0 h[l]y[m − 1].

In our experiments, the proposed joint ML estimator of the CFO and CIR is imple-

mented and compared to other possible approaches. In particular, based on the developed

model for joint estimation in Section 4.2.1, two separate ML estimators for the CFO and

CIR alone (i.e., assuming that the other set of parameters is known a priori), and respec-

tively denoted as MLE-CFO and MLE-CIR, are considered. Results are also provided for

the ML-based CFO estimation method developed by the authors in [79], which assumes

a flat fading AWGN channel with known gain and is referred to here as simplified ML

estimator (SMLE). In addition to these various estimators, we show results for the CRBs

on the minimum achievable estimator variance of the CFO and CIR, as derived in Sec-

tion 4.3. Since the proposed joint estimator of the CFO and CIR has to estimate more

unknown parameters, its performance is expected to be inferior to the separate estimation

methods, i.e., MLE-CIR, MLE-CFO and SMLE, which make use of a priori knowledge and

can therefore be considered as lower bounds on estimation error for comparison purposes.

Experiments are carried out for different values of the system parameters, including:

SNR, Doppler frequency, number of pilot-frames and pilot-subbands; we also denote by

μo the true value of the CFO. For each choice of parameter set, we run 103 independent

Monte Carlo trials6 and compute the relevant performance measures under evaluation, i.e.,

the root mean squared error (RMSE) of the CFO and CIR estimates and the BER of the

OPRFB transceiver system with CFO compensation and CIR equalization derived from the

6We observed that 103 trials are enough to get smooth curves.
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Fig. 4.3 Interference level |Γn,p
i,j (μ)| from pth input sample of jth subband

on the nth output sample of ith subband (p ∈ {0, 1, . . . , 10}, j ∈ {0, 1, . . . , 63},
n = 4, i = 16, μo = 5%)

corresponding estimator7. In particular, the CFO is compensated at the receiver front-end

and the single-tap per subcarrier equalizer is used at the output of receiver to counteract

the channel effects. The coefficients of this equalizer, ei for i ∈ {0, · · ·M − 1}, are obtained

from the estimated CIR coefficients ĥ[l] as

ei =
1

Ĥ(z)

∣∣∣
z=wi

(4.48)

where Ĥ(z) =
∑Q−1

l=0 ĥ[l]z−l.

4.4.2 Results and Discussions

We first investigate the performance of the proposed method under the assumption of a

time-invariant channel, and then later consider the case of a time-varying channel.

We begin with preliminary results aimed at justifying certain assumptions and choices

made in our work. In Figure 4.3, we sketch the cross-channel interference |Γn,p
i,j (μ)| for

7For the separate estimation methods, we simply assume exact knowledge of the missing parameters.
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Fig. 4.4 Sample LLF versus CFO μ (μo = 5%, SNR= 40dB, S = 64, T = 6
and G = 1)

different values of p and j when n and i are fixed. It is evident that only a few subbands

surrounding the target subband (here i = 16) are contributing as interference sources; it

is therefore justified to set β = 2 in (4.34). Also, to support the choice of optimization

method, a particular realization of the LLF (4.28) is plotted as a function of μ in Figure

4.4, where the true CFO μo = 5% of subband spacing. In general, we find that the LLF is

convex in a wide region surrounding the true CFO.

Next, we investigate the performance of the proposed estimator as a function of the

SNR, where the following parameter values are used: μo = 5%, S = 64, T = 6 and G = 1.

Figure 4.5 shows the RMSE performance of the CFO estimation for the proposed joint

ML, MLE-CFO and SMLE methods, along with the CRB values as a function of SNR. To

examine the effect of data-interference on the estimator accuracy, we also include results

for the joint ML estimator when wsi[tn] (4.14) is set to zero (under Joint without data).

As discussed in Section 4.3, the CRB is a function of the particular channel realization.

Therefore, in Figure 4.5, the average, minimum and maximum CRB over the different

channel realizations are reported. Similarly, Figure 4.6 shows the RMSE performance of

the CIR estimation for the proposed joint ML (with and without data) and the MLE-

CIR methods, along with the CRB. However, unlike Figure 4.5 for CFO estimation, the

dependency of the CRB on the channel realization is negligible in this case and, accordingly,

we just report the average CRB.

It can be seen from Figure 4.5 and 4.6 that at lower SNR, the proposed joint ML

estimator provides an accuracy close to the (average) CRB for both the CFO and CIR
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Fig. 4.5 RMSE of CFO estimation versus SNR (μo = 5%, S = 64, T = 6
and G = 1)

parameters. Moreover, as expected, the MLE-CFO and MLE-CIR methods achieve the best

performance since they benefit from exact knowldege of the CFO and CIR, respectively.

Also, the MLE-CFO derived here outperforms the SMLE method. At higher SNR, the

estimation accuracy for all the methods reaches a lower floor due to several reasons. First,

the simplifications made in Section 4.2.2 limit the accuracy of the estimator, whereas the

CRB computation is exact. By increasing β in (4.34), we observed that the RMSE floor

decreases at the cost of higher computational complexity. Another reason is due to the

data noise term wsi[tn] in (14) which effectively limits the maximum achievable SNR to

about 17dB, consistent with the theoretical value computed from data-interference’s power

in (4.15). Finally, the accuracy of the estimator is limited by granularity of the search in

the optimization process.

The BER performance of the OPRFB system employing single-tap per subcarrier equal-

izer and CFO compensation using the proposed joint ML, MLE-CFO and MLE-CIR is

shown in Figure 4.7, where the BER under ideal CFO and CIR knowledge is also provided

as a benchmark. It can be seen that at high SNR, all of the proposed methods can reach

the lower bound provided by ideal compensation, whereas the inaccuracy in CFO stimation
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Fig. 4.6 RMSE of CIR estimation versus SNR (μo = 5%, S = 64, T = 6
and G = 1)

at low SNR results in increased BER for the joint ML and MLE-CFO methods.

To clarify the trade-off between estimation accuracy, on the one hand, and spectral

efficiency and complexity, on the other hand, the RMSE performance of CFO and CIR

estimation as a function of the total number of pilot-frames T is presented in Figs. 4.8 and

4.9, respectively. These results show that the proposed method estimates the CFO with

similar accuracy as the average CRB, whereas the CIR estimation performance remains

slightly above the CRB. It can also be noted that the reduction in RMSE by increasing

T is lower for larger values of T , which is typical of a the 1/T behavior in parameter

estimation. Similar results (not reported here) are observed by increasing the number of

pilot-subbands S with fixed T .

Next, we compare the RMSE performance of the proposed estimator with different dis-

tributions of pilots in frequency when the total number of pilots NP is fixed. In particular,

Figs. 4.10 and 4.11 show the RMSE performance of the CFO and CIR estimation as a func-

tion of SNR, respectively. It can be observed that in terms of CFO estimation accuracy,

scheme A exhibits a superior performance compared to scheme B, due to the reduced effect

of the data interference. However, as the pilots in scheme A are not scattered over the
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whole frequency band, this scheme is not capable of properly estimating the entire channel.

Apart from the results associated to CIR estimation with scheme A, it can be seen that

smaller values of S (and larger T ) result in a higher estimation accuracy.

Alternatively, the RMSE performance of the proposed joint CFO and CIR estimator

with different distributions of pilots in time is shown in Figs. 4.12 and 4.13, respectively.

In particular, pilots are divided to G = 1, 2 and 3 groups and the estimator provides

G different estimates of CIR corresponding to each group of pilots, whereas the CFO is

assumed to be fixed over time. In this scenario with time-invariant channel model, the

preamble implementation of the pilots (i.e., G = 1) displays a more accurate estimation of

CFO and CIR compared to the case where G = 2 or G = 3. This superior performance is

due to the fact that the data-interference is less when G is smaller.

In the wireless communication, when at least one side of the transmission (transmitter

or receiver) is mobile, a Doppler shift spreads the signal in frequency and results in time-

variation of the CIR. In Figs. 4.14 and 4.15, the RMSE performance of the proposed joint

CFO and CIR estimation method for various distributions of pilots in time is plotted as

a function of the maximum Doppler frequency fD. The maximum Doppler frequency can

be derived as fD = vfc

c0
, where v is the mobile speed in m/s, fc is the carrier frequency
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Fig. 4.8 RMSE of CFO estimation versus number of pilot-frames (μo = 5%,
S = 64, G = 1 and SNR= 20dB)

and c0 = 3 × 108m/s is the speed of light. Here, we assume fc = 800MHz (similar to LTE

and GSM). The values of fD in Figs. 4.14 and 4.15, are equivalent to 4 different mobile

speeds, that is 5, 60, 120 and 250 km/h corresponding to the speed of pedestrian, car in

the urban area, car in the highway and high-speed train, respectively. The comparisons

between these patterns show that for low mobility, CFO can be better estimated by the

preamble implementation of the pilots. However, with increased mobility, the difference

between the CFO estimation accuracy with G = 1, 2 and 3 is negligible, whereas the

scattered pilot schemes, i.e., G = 2 or 3, estimate the CIR slightly better than the preamble

implementation of the pilots.

4.5 Conclusion

In this chapter, we proposed a data-aided joint ML estimator of CFO and CIR for OPRFB

transceivers, where its complexity was considerably reduced through simplifying the un-

derlying LLF. The CRB on the joint estimator variance was also derived and used as a

benchmark. Moreover, different distributions of pilots over time-frequency plane were con-
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sidered and tested for various scenarios over time-invariant and time-varying frequency

selective channels. Simulation results demonstrated that the proposed estimator exhibits

a performance close to the CRB and can robustly estimate CFO and CIR over different

experimental setups.
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Fig. 4.10 RMSE of CFO estimation versus SNR for various pilot distribu-
tions in frequency (μo = 5%, NP = 192, G = 1)
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Fig. 4.11 RMSE of CIR estimation versus SNR for various pilot distribu-
tions in frequency (μo = 5%, NP = 192, G = 1)
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Fig. 4.12 RMSE of CFO estimation versus SNR for various pilot distribu-
tions in time (μo = 5%, S = 64, T = 12)
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Fig. 4.13 RMSE of CIR estimation versus SNR for various pilot distribu-
tions in time (μo = 5%, S = 64, T = 12)
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Fig. 4.14 RMSE of CFO estimation versus Doppler Frequency (μo = 5%,
T = 12 and SNR= 20dB)
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Fig. 4.15 RMSE of CIR estimation versus Doppler Frequency (μo = 5%,
T = 12 and SNR= 20dB)
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Chapter 5

Joint Synchronization and

Equalization in the Uplink of

MU-OPRFB

In this chapter, we develop a data-aided joint maximum likelihood (ML) estimator of the

CFO and CIR that is specifically designed for MU-OPRFB systems operating over fre-

quency selective fading channels. The estimated CFO and CIR parameters are used to

design effective compensation mechanisms for each individual user, i.e. frequency synchro-

nization and single-tap per subband equalizer. Section 5.1 presents the MU-OPRFB system

model along with various subband allocation schemes and discusses the effects of CFO on

the signal recovery process at the receiver side for each user. The joint ML estimator of the

CFO and CIR is developed in Section 5.2, whereas an iterative approach is also proposed

to improve the estimation accuracy. The performance of the proposed synchronization

and equalization methods is investigated in Section 5.3 via computer simulations for var-

ious subband allocation schemes with different pilot distributions over time-invariant and

(mobile) time-varying channels and some conclusions are offered in Section 5.4.

5.1 Multi-user OPRFB System Model

We consider the uplink transmission in a MU-OPRFB system, as depicted in Fig. 5.1, where

U denotes the number of users. A total of M subbands, indexed from 0 to M − 1, are
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Fig. 5.1 Uplink transmission in MU-OPRFB system

available for multicarrier transmission, where they are shared among the U users. The set

of subbands allocated to user u ∈ {1, . . . , U} is represented as Su = {ιu1 , . . . , ιu|Su|}, where

0 ≤ ιu1 < . . . < ιu|Su| ≤ M − 1 and |Su| denotes the cardinal number of set Su. Note that

no subband is shared between different users, i.e., Su ∩ Sv = ∅, for u �= v. Three common

subband allocation schemes, namely blocked, blocked with guard and interleaved, are con-

sidered in this work, as depicted in Fig. 5.2. The blocked scheme allocates a contiguous

group of subbands to each user, whereas in blocked with guard scheme, one subband is left

unused between the blocks of subbands assigned to different users. Alternatively, to exploit

the frequency diversity of multipath channels, the interleaved scheme is considered where

each user’s allocated subbands are uniformly spaced over the channel bandwidth. Although

the available subbands are evenly divided between users in our presentation, these schemes

can easily be expanded to uneven allocations to meet specific quality of service (QoS) or

data rate requirements for different users in a given application.

It is shown in [81] that the proper choice of CFO estimation method in the multi-user

context depends on the adopted subband allocation scheme. Moreover, channel estimation

can only be performed within the allocated subbands of each individual user separately,

as each user is only assigned a subset of the whole frequency band. Recently, the block

allocation has drawn more attention from the industry and standard bodies, as in e.g. LTE

release 8 [80] where users can select the best available blocks based on SNR indicators,

although the details of such allocation falls outside the scope of this work. Hence, it is

of special interest to develop synchronization and equalization methods that perform well

with common allocation schemes and, in particular, with the blocked scheme.

The MU-OPRFB transceiver for the uth user is depicted in block diagram form in

Fig. 5.3, where K represents the upsampling/ downsampling factor and K > M is assumed
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Fig. 5.2 Allocation schemes with U = 3 users over M = 12 subbands

(oversampled). For i ∈ {1, · · · , |Su|}, xu
i [n] denotes the complex-valued data sequence

transmitted by this user on the ith subband of the set Su at discrete-time nTs, where

n ∈ Z, Ts = F−1
s and Fs is the input sampling rate. In MU-OPRFB systems, the transmit

and receive subband filters are derived from common prototypes with FIR of length D

and respective system functions F0(z) =
∑D−1

n=0 f0[n]z−n and G0(z) =
∑D−1

n=0 g0[n]zn. For

convenience in analysis, Gu
i (z) is assumed non-causal although in practice, causality can be

restored simply by introducing an appropriate delay in the receiver. Defining w = e−j2π/M ,

the DFT modulated transmit and receive filters for the ith subband of the uth user are

respectively obtained as F u
i (z) = F0(zwιui ), Gu

i (z) = G0(zwιui ). As proposed in Chapter

3, to enforce the perfect reconstruction (PR) property, the paraconjugates of the transmit

filters are employed as receive filters, i.e., gu
i [n] = fu

i [n]∗. In this work, the filter length D is

restricted to be a multiple of M and K, i.e., D = dP P , where P denotes the least common

multiple of M and K and dP is an integer. The transmitter output signal of the uth user

at discrete-time mTs/K, is given by

yu[m] =
∑
i∈Su

∑
q

xu
i [q]f

u
i [m − qK] (5.1)

where the range of the summation over q is delimited by the finite support of the subband

FIR filters, fu
i [m].

We assume that during a time interval equal to the processing delay of the transceiver

system (i.e., 2DTs/K), the transmission channel of the uth user can be modeled as a lin-

ear time-invariant system with FIR hu[l] of length Q and corresponding system function,
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Fig. 5.3 Transceiver chain of the uth user in a MU-OPRFB system with
CFO and channel estimation

Hu(z) =
∑Q−1

l=0 hu[l]z
−l. Note that Q is chosen according to the maximum expected delay

spread for the assumed conditions of radio propagation. Similar to OFDMA, the channel

coherence time is much larger than the symbol duration in MU-OPRFB systems. Conse-

quently, we can assume that channel remains static over several MU-OPRFB symbols. In

the presence of CFO, the received signal from the uth user, can be modeled as

ȳu[m] = ej2π μu
M

m

Q−1∑
l=0

hu[l]yu[m − l] (5.2)

where μu is the normalized CFO with respect to the subband spacing FsK/M .

The received signal at the BS is corrupted by an AWGN sequence ν[m], with zero-

mean and variance E{|ν[m]|2} = σ2
ν , where E{.} denotes statistical expectation; the noise

is assumed to be statistically independent from the input data. The received baseband

discrete-time signal ȳ[m] can therefore be expressed as

ȳ[m] =
U∑

u=1

ȳu[m] + ν[m] (5.3)

Alternatively, from the perspective of the uth user, (5.3) can be written as

ȳ[m] = ȳu[m] + ȳMU
u [m] + ν[m] (5.4)
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where yMU
u [m] represents the transmitted signals from all users other than the u-th one:

ȳMU
u [m] =

U∑
v=1
v �=u

ȳv[m] (5.5)

On the receiver side, signal ȳ[m] is passed through a bank of analysis filters and downsam-

pled by K. Accordingly, the reconstructed signal for the ith subband of the uth user can

be written as

x̄u
i [n] =

∑
q

ȳ[q]fu
i [q − nK]∗ (5.6)

=

Q−1∑
l=0

∑
p

∑
j∈Su

xu
j [p]γj,p

i,n(l, μu, u)hu[l] + ψu
i [n] + νu

i [n]

where γj,p
i,n(l, μu, u), ψu

i [n] and νu
i [n] are defined as

γj,p
i,n(l, μu, u) =

∑
q

ej2π μu
M

qfu
j [q − l − pK]fu

i [q − nK]∗ (5.7)

ψu
i [n] =

∑
q

ȳMU
u [q]fu

i [q − nK]∗ (5.8)

νu
i [n] =

∑
q

ν[q]fu
i [q − nK]∗. (5.9)

The complex factor γj,p
i,n(l, μu, u) characterizes the interference level of the pth input sample

from the jth subband of user u on the nth output sample of the ith subband of the same

user, in the presence of CFO with magnitude μu through the lth path of the channel between

this user and the BS. The terms ψu
i [n] and νu

i [n] represent the total contribution from the

other users’ input symbols (i.e., MAI) and the additive noise to x̄u
i [n], respectively.

Based on our earlier assumptions on the additive noise ν[q] in (5.3) and the PR proper-

ties of the subband filters, it follows that the noise term νu
i [n] in (5.9) is normally distributed

with zero-mean and covariance E
{
νu

i [p]νu
j [q]∗

}
= δijδpqσ

2
ν , where δij denotes the Kronecker
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delta function. A similar conclusion can be reached for the multi-user interference term

ψu
i [n] in (5.8), if we model the input signals from the interfering users, i.e. xv

i [q] for all v �= u

and i ∈ Sv, as independent zero-mean white data sequences with variance σ2
x. In this case,

it follows from (5.1), (5.2), (5.5) and (5.8) that the multi-user interference term ψu
i [n] is the

sum of a large number of independent random contributions and based on the central limit

theorem [134], this term can be approximated1 as a normally distributed random variable

with zero-mean. In this work, we further assume that in the subband domain, ψu
i [n] can be

modeled as a white noise sequence, i.e. with covariance E
{
ψu

i [p]ψu
j [q]∗

}

 δijδpqσ

2
ψ where

σ2
ψ is the corresponding variance. While it is not possible to provide a simple proof of this

result based on the above equations, we have been able to verify its validity through nu-

merical simulations. In practice, σ2
ψ can be obtained based on measurements of interference

power.

As seen from Fig. 5.3, if a suitable estimate of μu is available, say μ̂u, it can be used

to compensate the CFO at the receiver front-end on the allocated subbands of the uth

user and thereby avoid its deleterious effects. Similarly, equalizer coefficients, e.g., eu
i for

a single-tap per subcarrier equalizer, can be derived based on estimates of the channel

coefficients, say ĥu[l] for 0 ≤ l < Q, in order to reverse the distortion incurred by the input

xu
i [n] their transmission. Our interest in this work, therefore, lies in the development of

an efficient, data-aided ML-based approach for the estimation of the CFO parameter μu

and the equalizer coefficients eu
i for the uth user. Considering the requirements of multi-

user applications, this estimation approach should be able to determine the parameter of

interest of the uth user independently of the transmission state of the other users.

5.2 Joint Estimation

In this section, we derive a joint estimator of CFO and equalizer coefficients for the uth

user. We define a data frame as the set of Su subband inputs xu
i [n] , for u ∈ {1, . . . , U} and

i ∈ Su, entering the transmit filter bank at time n. We assume that within a burst of N

consecutive frames, say from n = 0 to N − 1, a total of Tu frames, denoted as pilot-frames,

with time indices tn in Tu = {t1, . . . , tTu} are selected for the transmission of pilot tones,

where t1 < t2 < . . . < tTu and tn ∈ {0, . . . , N − 1} for n ∈ {1, . . . , Tu}. At any given pilot-

1Minor deviations from this assumption are not critical in our work, in the sense that the resulting ML
estimator of CFO and CIR can still be applied to the observed data and produce useful results.
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frame tn, all the |Su| allocated subbands to the user u with indices i ∈ Su are dedicated to

the transmission of pilot symbols pu
i [tn]. In order to track the time-varying channel, various

distributions of pilots over time are considered. Tu is chosen such that the Tu pilot-frames

are divided into G groups evenly distributed throughout a burst, with each group consisting

of Tu/G (integer) consecutive frames, i.e., tn = (�nG/Tu�−1)N/G+((n−1) mod (Tu/G)),

where �.� and mod denote the ceil function and modulo operation, respectively. However,

our approach can be applied to other distributions of pilot symbols.

Let zu
i [tn] denote the reconstructed signal corresponding to the transmitted pilot pu

i [tn].

From (5.6), it follows that

zu
i [tn] =

Q−1∑
l=0

λi,tn(l, μu, u)hu[l] + vu
i [tn] (5.10)

where we defined

λu
i,tn(l, μu) =

∑
p∈Tu

∑
j∈Su

pj[p]γj,p
i,tn

(l, μu, u) (5.11)

vu
i [tn] = wu

i [tn] + ψu
i [tn] + νu

i [tn] (5.12)

wu
i [tn] =

Q−1∑
l=0

∑
p�∈Tu

∑
j∈Su

xu
j [p]γj,p

i,tn
(l, μu, u)hu[l] (5.13)

Here, the term λu
i,tn(l, μu) represents the contribution from all the pilot-carrying time frames

and subbands to the output zu
i [tn], through the lth channel path, whereas wu

i [tn] (5.13) is

the total contribution from the non-pilot (i.e., data carrying) input symbols to zu
i [tn] and

can be interpreted as a form of data-interference. Also, wu
i [tn] can be approximated as an

independent Gaussian with zero-mean and covariance E {wu
i [tn]wu

i′ [tn′ ]
∗} 
 δii′δtntn′σ

2
w and

σ2
w = σ2

x

∑
p�∈Tu

∑
j∈Su

|Γj,p
i,tn

(μu, u)|2 (5.14)

where Γj,p
i,tn

(μu, u) =
∑Q−1

l=0 γj,p
i,tn

(l, μu, u)hu[l]. As a result, vu
i [tn] is zero-mean with variance

of σ2
vu = σ2

w + σ2
ψ + σ2

ν .
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For convenience, we let hu = [hu[0] hu[1] · · ·hu[Q − 1]]T denote the column vector of

unknown channel coefficients between the uth user and BS and define the row vector

λu
i,tn(μu) = [λu

i,tn(0, μu) · · · λu
i,tn(Q − 1, μu)] (5.15)

As a result, (5.10) can be written as

zu
i [tn] = λu

i,tn(μu)hu + vu
i [tn] (5.16)

In order to express the set of equations (5.16) in compact vector form, we first introduce:

zu
i = [zu

i [t0] zu
i [t1] · · · zu

i [tTu−1]]
T (5.17)

λu
i (μu) =

[
λu

i,t0
(μu)

T λu
i,t1

(μu)
T · · ·λu

i,tTu−1
(μu)

T
]T

(5.18)

vu
i = [vu

i [t0] vu
i [t1] · · · vu

i [tTu−1]]
T (5.19)

Therefore, we can write

zu
i = λu

i (μu)hu + vu
i (5.20)

We then stack these vectors and matrices over the frequency, and define

Zu = [(zu
1)

T (zu
2)

T · · · (zu
|Su|)

T ]T (5.21)

Λu(μu) = [λu
1(μu)

T λu
2(μu)

T · · ·λu
|Su|(μu)

T ]T (5.22)

Vu = [(vu
1)T (vu

2)T · · · (vu
|Su|)

T ]T (5.23)

So that

Zu = Λu(μu)hu + Vu (5.24)
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where Λu(μu) is a (TuM/U) × Q matrix, assumed to be of full column rank.

As a consequence of the AWGN model assumption, it follows that Vu is a complex

circular Gaussian random vector with zero-mean and diagonal covariance matrix CVu =

E[Vu(Vu)∗] = σ2
vuI. Accordingly, for a given value of the unknown parameters μu and hu,

the observation vector Zu in (5.24) is also Gaussian with mean Λu(μu)hu and covariance

CZu = σ2
vuI. The PDF of Zu, say f (Zu; μu,hu) can therefore be formulated as

f (Zu; μu,hu) =
1

πNudet(CZu)
× (5.25)

exp
[
−(Zu − Λu(μu)hu)

HC−1
Zu(Zu − Λu(μ)hu)

]
Taking the natural logarithm of this PDF, the LLF [130] for the parameters μu and hu can

be expressed (up to a constant term) in the form

L(Zu; μu,hu) = − 1

σ2
vu

[Zu−Λu(μu)hu]
H [Zu−Λu(μu)hu] (5.26)

The joint ML estimators of CFO and CIR is obtained by maximizing the LLF (5.26)

with respect to the unknown parameters μu and hu. Since LLF is quadratic in the CIR

parameters, a closed-form solution can be obtained for the optimum hu in terms of μu at

ho
u(μu) = Λu(μu)

† Zu (5.27)

where Λ(μu)
† = (Λ(μu)

HΛ(μu))
−1Λ(μ)H is the pseudo-inverse of Λ(μu). Next, upon sub-

stituting (5.27) in (5.26), the ML estimate of the μu can be obtained via a 1-dimensional

search as

μ̂u = arg max
μ∈Mu

{L(Zu; μu,h
o
u(μu))} (5.28)

where Mu is the search range for μu. The first step in the maximization of the (5.28)

is the coarse search where L(Zu; μu,h
o
u(μu)) is computed over a uniform grid of μu values

and determines the location of its maximum on the grid, say μm
u . The second step, or fine

search, attempts to find the local maximum nearest to μm
u , which can be handled by classic

optimization methods due to the observed convexity of the L(Zu; μu,h
o
u(μu)) in the vicinity

of the true CFO. Then, the ML estimate of the CIR is obtained by substituting the μ̂u in
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(5.27), that is:

ĥu = ho
u(μ̂u) = Λu(μ̂u)

† Zu (5.29)

Finally, the single-tap per subband equalizer coefficients ei for i ∈ Su, are obtained from

the estimated CIR coefficients as

ei =
1

Ĥu(z)

∣∣∣
z=wi

(5.30)

where Ĥu(z) =
∑Q−1

l=0 ĥu[l]z
−l. Note that except for Q, no a priori information is required to

implement the above estimator. We also note that the proosed approach enables decoupling

the estimation of the CFO from the CIR. Finally, since the subband allocation scheme is

known to the receiver, CFO and CIR of each user can be independently estimated.

5.2.1 Iterative Joint Estimation

To improve the performance of the estimation, the CFO can be estimated iteratively in two

steps. The first steps is to estimate the CFO as in (5.28), where μ̂
(1)
u denotes this value.

The Second step starts with using μ̂
(1)
u at the receiver front-end to compensate the CFO

for each user as

ŷ(1)
u [m] = ȳ[m]e−j2π

μ̂
(1)
u
M

m (5.31)

where ŷ
(1)
u [m] denotes the received signal that will be feed into the receiver. The same

estimation process will then repeat and μ̂
(2)
u is derived through (5.28). Eventually, the CIR

and equalizer coefficients are derived based on the second estimated value of the CFO μ̂
(2)
u

via (5.29) and (5.30). The motivation behind this proposal is that the interference terms

(in particular, the data-interference term wu
i [tn] in (5.12)) are smaller when CFO is almost

compensated and the estimation accuracy will therefore increase. Note that in this setup,

only one iteration is considered whereas more iterations are also possible.
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5.3 Results

In this section, we investigate the performance of the proposed joint ML estimator of

the CFO and Equalizer coefficients (5.28) and (5.30) through numerical simulations. We

consider an MU-OPRFB system (cf. Fig. 5.1) with U = 4 users, burst of size N = 60

symbols, M = 64 subbands, K = 72 upsampling/downsampling factor, input sampling rate

Fs = 41.67kHz and prototype filter of length D = 1728 designed as described in Chapter 3.

The input data sequence xi[n] consists of independent and equiprobable 4-QAM symbols

with the normalized power of unity, i.e. |xi[n]| = 1. Without loss of generality, since the

pilot symbols are known to the receiver, we set piur [tn] = 1 for all pairs (iur , tn).

The data at the output of each user’s transmitter is passed through a frequency selective

wireless channel with randomly generated coefficients hu[l], based on the ITU Vehicular A

channel guidelines [132]. The channel consists of 8 taps, where the fifth and seventh taps

are set to zero and the other taps with delays 0, 0.33, 0.66, 1, 1.66, 2.33 microseconds obey a

Rayleigh distribution with relative average powers of 0, -1, -9, -10, -15, -20 dB, respectively.

Here, we consider two different channel models, i.e.: time-invariant and time-varying. In

the first case, the channel remains constant in time for the duration of a transmission burst

while in the second case, the channel fading coefficients are correlated in time according to

Jakes’s model [133]. At the channel output, AWGN with a power level of σ2
ν is added to

the baseband received signal to obtain the desired SNR figure, defined as SNR=σ2
s/σ

2
ν with

σ2
s = E{s[m]2} where s[m] =

∑U
u=1 yu[m]. Experiments are carried for different values of

the system parameters, including: SNR and Doppler frequency; we also denote by μo
u the

true value of the CFO. For each choice of parameter set, we run 103 independent Monte

Carlo trials and compute the relevant performance measures under evaluation, i.e., the

RMSE of the CFO and equalizer coefficients estimates.

The RMSE performance of the proposed CFO and equalizer coefficients’ estimator for

various subband allocation schemes is presented in Fig. 5.4 as a function of SNR, where

the following parameter values are used: μo = 5%, Tu = 6 and G = 1. It can be seen

that the performance of the proposed estimator is very similar for the blocked and blocked

with guard allocation schemes. Therefore, considering the fact that some subbands are not

utilized in the blocked with guard scheme, it is preferred to employ the block scheme. Also,

except the CFO estimation low SNR, the interleaved scheme exhibits the highest estimation

error among the allocation schemes. Keeping the same settings, the BER performance of
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Fig. 5.4 RMSE of CFO (solid lines) and Equalizer (dashed lines) estimation
versus SNR (μ = 5%, Tu = 6 and G = 1)

the proposed CFO compensation and equalization method using estimated parameters is

plotted in Fig. 5.5. Similar to the RMSE performance, the proposed method shows a

superior performance for the blocked scheme (with or wothout guard).

The RMSE performance of the proposed CFO and equalizer coefficients’ estimator using

the iterative method as described in 5.2.1 is depicted in Fig. 5.6, where same parameters

as Fig. 5.4 are used. It can be seen that in general, the performance of the joint estimator

considerably improves. Moreover, in contrast to the not iterative routine, the proposed

method performs equally well for all the considered allocation schemes. Similarly, the BER

performance of the proposed CFO compensation and equalization method using iteratively

estimated parameters is plotted in Fig. 5.5. As expected, compared to Fig. 5.5, the BER

of the system employing iterative estimation method is greatly improved.

Next, we investigate the performance of the joint estimator in time-varying channel

for the blocked subband allocation scheme. In Fig. 5.8, the RMSE performance of the
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Fig. 5.5 BER versus SNR (μ = 5%, Tu = 6 and G = 1)

proposed estimation method for various distributions of pilots in time is plotted as a func-

tion of the maximum Doppler frequency Fd, where the following parameter values are used:

μo = 5%, Tu = 12 and SNR=30dB. In particular, pilots are divided to G = 1, 2 and 3 groups

and the estimator provides G different estimates of equalizer’s coefficients corresponding

to each group of pilots, whereas the CFO is assumed to be fixed over time. The maximum

Doppler frequency can be derived as Fd = vfc

c0
, where v is the mobile speed in m/s, fc is the

carrier frequency and c0 = 3× 108m/s is the speed of light. Here, we assume fc = 800MHz

(similar to LTE and GSM). The values of Fd in Fig. 5.8, are equivalent to 4 different mobile

speeds, that is 5, 60, 120 and 250 km/h corresponding to the speed of pedestrian, car in

the urban area, car in the highway and high-speed train, respectively. The comparisons

between these patterns show that for low mobility, CFO can be better estimated by the

preamble implementation, i.e., G = 1, of the pilots. However, with increased mobility,

the scattered pilot schemes, i.e., G = 2 or 3, estimate the CFO and equalizer coefficients

slightly better than the preamble implementation of the pilots.
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Fig. 5.6 RMSE of CFO (solid lines) and Equalizer (dashed lines) iterative
estimation versus SNR (μ = 5%, Tu = 6 and G = 1)

The results of the joint iterative estimator in the time-varying environment is shown

in Fig. 5.9, where same parameters as Fig. 5.8 are used. Predictably, compared to the

non-iterative routine, significant increase in the estimation accuracy can be achieved.

5.4 Conclusion

In this chapter, we considered the problem of joint data-aided CFO and equalizer coeffi-

cients estimation in the uplink of MU-OPRFB systems. By exploiting statistical properties

of inserted pilots transmitted by such systems over a frequency selective channel, the ML

estimator for the unknown parameters was derived. This method was tested over frequency

selective channel with different subband allocation schemes. Moreover, different pilot pat-

terns were considered for the proposed estimation method over the time varying channel.

Simulation results demonstrated that, over different experimental setups, the proposed
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Fig. 5.7 BER versus SNR (μ = 5%, Tu = 6 and G = 1) with iterative
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estimator provides a reliable performance.
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Chapter 6

Conclusions and Future Works

In this final chapter, we summarize the main contributions of this thesis and discuss some

possible avenues for future works.

6.1 Summary and Conclusions

In this thesis, we have studied the design and application of OPRFB transceivers to MCM

systems. We first focused on efficient design method for OPRFB transceivers. Then we

considered the synchronization and channel equalization problems for single-user and multi-

user applications of OPRFB transceivers.

In the first chapter, we began by introducing the MCM technology and its applica-

tions in broadband communications from a high level perspective. This was followed by

a literature review of different MCM systems, related prototype filter design techniques

and corresponding parameter estimation methods, with special emphasis on CFO and CIR

estimation for OPRFB transceivers, both for single-user and multi-user applications. The

main objectives and research contributions of the thesis were then stated.

In Chapter 2, the main focus was on the presentation of the necessary background

information on MCM techniques and FB structures. We first reviewed OFDM system

principles along with the function of the CP and the discussed limitations of OFDM. This

was followed by a detailed description of basic multirate FB operations, including the

transfer function relationship and PR conditions. The two main approaches for modulated

FBs, i.e., cosine modulation and DFT modulation, were then presented for both critically

sampled and oversampled ones. Finally, some notable FBMC methods including cosine
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modulated multitone, OFDM/OQAM, FMT and OPRFB transceivers were presented.

In Chapter 3, a novel and efficient design method for OPRFB transceivers was pre-

sented. To ensure the PR property of the system, the polyphase matrices of the transmit

and the receive FBs were chosen as paraunitary matrices. Based on factorization methods

making use of Givens rotations, these polyphase matrices were then parameterized. To re-

duce the number of these parameters, three different factorization methods were employed

and compared. In turn, the prototype filter coefficients of the analysis and synthesis FBs

could be naturally expressed in terms of the entries of these paraunitary polyphase ma-

trices, allowing for a complete yet efficient parameterization of the desired OPRFB. By

minimizing the stop-band energy of the prototype filters with respect to the new parame-

ter space, prototype filters were designed with good spectral containment, such as steeper

transition from pass-band to stop-band, lower stop-band energy and lower sidelobe levels

when compared with OFDM and some recently proposed FBMC systems. The BER per-

formance of the proposed FBs in MCM transceiver applications was evaluated via extensive

computer experiments in AWGN and frequency selective channels. The result showed that

the proposed scheme offers the lowest BER over these channels. Furthermore, in the pres-

ence of NBI or CFO, the proposed FB was shown to be more robust against such channel

impairments compared to the other MCM systems.

In Chapter 4, a data-aided joint ML estimator of CFO and CIR that was specifically

designed for the purpose of synchronization and equalization of single-user OPRFB systems

was developed. Then, by exploiting the structural and spectral properties of these systems,

it was possible to considerably reduce the complexity of the proposed estimator through

simplifications of the underlying likelihood function. The CRB on the joint estimator

variance was also derived as a by-product of the ML analysis and used as a performance

benchmark. The performance of the proposed joint ML estimator was investigated by

means of numerical simulations under realistic conditions of transmission with CFO and

frequency selective fading channels. Moreover, different distributions of pilots over the time-

frequency plane were considered and tested for both scenarios of time-invariant and time-

varying frequency selective channels. Simulation results demonstrated that the proposed

estimator exhibits a performance close to the CRB and can robustly estimate the unknown

CFO and CIR over different experimental setups. Using these estimates, it is possible to

compensate the effects of CFO and frequency selective fading channels on the transmission

performance of OPRFB-based MCM systems.
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In Chapter 5, the extension of the joint CFO and CIR estimation and compensation

method for application to the uplink of a multi-user OPRFB system operating over fre-

quency selective fading channels was presented. More specifically, we considered an iterative

joint estimation of the CFO and channel equalizer coefficients based on the ML principle

in the presence of MAI. Different distribution of pilot tones were tested for the proposed

estimation method, especially for application over time-varying channels. The performance

of the proposed joint ML estimator over realistically modeled frequency selective channels

was examined for various mutli-user subband allocation schemes by means of numerical

simulations. The simulation results demonstrated that the proposed estimation scheme

can provide a reliable performance in the application of MU-OPRFB.

In conclusion, an efficient transmission system for broadband wireless communication,

called OPRFB transceiver, was proposed and thoroughly investigated in this thesis. We

paid special attention to exploring an efficient design technique for the prototype filter of

such transceivers. We employed paraunitary matrices as the basis to construct polyphase

matrices of the transmit and receive FBs and then factorize these matrices into elemen-

tary building blocks using Givens rotations. Then, we developed a data-aided joint ML-

based CFO and CIR estimation method for OPRFB transceivers operating over frequency-

selective noisy channel in order to synchronize the CFO and equalize the channel effects.

Different pilot distributions were considered to improve the performance in time-varying

channels. Finally, an iterative estimation method of CFO and equalizer coefficients in up-

link transmission for multi-user application of OPRFB was proposed. Simulation results

demonstrated that, over different experimental setups, the proposed estimator provides a

reliable performance.

All in all, comprehensive studies as well as simulation experiments demonstrated the

effectiveness of the proposed OPRFB transceiver and its potential for application in broad-

band data transmission as an alternative to OFDM. In particular, benefiting from the spec-

tral containment and the PR property, this transceiver demonstrated a clear advantage in

the presence of realistic channel impairments such as NBI or CFO, where it can be effec-

tively synchronized and equalized in both single-user and multi-user scenarios. However,

these attractive features come at the cost of an increase in the computational complexity

and processing delay of the system.
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6.2 Future Works

In this thesis, we have considered the design and application of OPRFB transceivers to

MCM systems. There are several potential research topics that can be further developed

based on our contribution. These topics provide both challenges and opportunities for

researchers and engineers. Some of these points of interest are briefly summarized below:

1. Time and phase offset synchronization: Similar to the CFO, time offset and phase

offset can lead to performance degradation in OPRFB systems. Consequently, in

order for an OPRFB system to function properly, some time and phase offset estima-

tion/correction techniques must be put in place. This process can be implemented in

the time domain before the AFB or be incorporated as part of the proposed joint es-

timation technique in the frequency-domain. These two options need to be compared

in terms of the performance-complexity trade-off.

2. MIMO-OPRFB : Employing multiple antennas at both the transmitter and receiver

in the communication systems, i.e., MIMO, can increase the throughput and the

reliability of the system; consequently, it has become very popular in the past decade.

Benefiting from the complex orthogonality of OPRFB systems, which does not hold

for CMT and OFDM/OQAM as mentioned in Section 2.3, the MIMO implementation

of OPRFB is relatively straightforward and similar to MIMO-OFDM. However, the

detailed implementation of various MIMO coding schemes combined with OPRFB

systems has not been investigated and their performance has not been compared

to MIMO-OFDM. In that regard, it is of particular interest to explore the potential

advantages of OPRFB systems in the context of a MIMO implementation and possibly

develop corresponding coding schemes.

3. Cognitive radio applications of OPRFB : The demand for precious wireless spectrum

has been on the rise in the past and this trend is expected to continue in the future.

Unfortunately, most of the available spectral resources have been already licensed.

Unless some of the existing licenses are discontinued, there is little or no room to add

any new services. Interestingly, studies have shown that a big part of the already

licensed spectrum is left unused for most of the time [94]. CR networks, in which

unused portions of spectrum are detected and assigned to secondary (i.e., unlicensed)

users to transmit and receive data without interfering with the primary (i.e., licensed)
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users, have been proposed to ease this problem. OFDM has been introduced as the

first candidate for the physical layer of such CR networks, where DFT output of the

OFDM receiver can also be used for spectrum sensing. Considering the shortcomings

of OFDM in CR network [135, 136], FBMC systems provide an attractive physical

layer alternative for future CR networks [137, 138]. In particular, OFDM/OQAM

has been studied and compared with OFDM as a potential physical layer for CR

networks. Similarly, OPRFB can be considered as a serious candidate for spectrum

sensing and CR networks applications due to its following attributes:

• Flexible multiplexing of silent sensing windows within data symbols in a sec-

ondary transmission for spectrum monitoring purposes;

• Flexible way of building decision statistics from basic AFB observations within

the sensing window;

• High spectral resolution and therefore better noise and interference rejection;

• Commonality of sensing and communication functions.

Therefore, it is of particular interest to examine OPRFB in CR applications and

compare it with OFDM and other FBMC methods.

4. Application to subband processing systems : Due to the duality of oversampled DFT

modulated FBs used in transceivers and subband processing systems as explained in

Section 2.2.4, the proposed prototype filter design method of OPRFB can also be

employed in the subband processing configuration. In particular, the PR property

of the proposed prototype filter is highly desirable in these applications including

subband coding and echo cancellation [98,109,110].
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Appendix A

Factorization of P(z)

In this appendix, we show in details how to factor P(z) as given by (3.14). Recall that, W

is the DFT matrix defined as [W]i,j = wij, i, j ∈ {0, . . . , M − 1} and the block matrices L0

and L1(z), of respective size D × M and K × D, are defined as follows

L0 = [IM , IM , . . . , IM ]T , (A.1)

L1(z) = [IK , z−1IK , . . . , z−(dK−1)IK ]. (A.2)

Also, diagonal matrix Γf is given by

Γf = diag(f0[0], . . . , f0[D − 1]). (A.3)

Let us consider K × M matrix P̂(z) as

P̂(z) = L1(z)ΓfL0W
∗ (A.4)

Therefore the (r, i)th entry of P̂(z) can be written as

[P̂(z)]r,i = L1,r(z)ΓfW
∗
i , (A.5)

where 1 × D matrix L1,r(z) is the r-th row of L1(z) and D × 1 matrix Wi is the product

of L0 and i-th column of W∗.

L1,r(z) = [. . . , 0, 1, 0, . . . , 0, z−1, 0, . . . , 0, z−(dK−1), 0, . . .] (A.6)

2014/03/05
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Note that non-zero elements of L1,r(z) are situated at (nK + r)-th columns , where n ∈
{0, . . . , dK − 1}. Consequently, we can further simplify the product of L1,r(z)Γf and write

L1,r(z)Γf = [. . . , 0, f0[r], 0, . . . , 0, f0[K + r]z−1, 0 (A.7)

, . . . , 0, f0[(dK − 1)K + r]z−(dK−1), 0, . . .]

Moreover, considering the fact that wM+c = wc, D × 1 matrix Wi can be simplified as

Wi =

⎡
⎢⎢⎢⎢⎣

IM

IM

...

IM

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

w−0i

w−1i

w−2i

...

w−(M−1)i

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

w−0i

...

w−(M−1)i

w−0i

...

w−(M−1)i

...

w−0i

...

w−(M−1)i

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

w−0i

...

w−(M−1)i

w−Mi

...

w−(2M−1)i

...

w−(D−M)i

...

w−(D−1)i

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(A.8)

Finally, by substituting (A.7) and (A.8) in (A.5) we can write

[P̂(z)]r,i =

dK−1∑
n=0

f0[nK + r]w−i(nK+r)z−n, (A.9)

which is in full accordance with (3.7). Thus, it can be stated that P̂(z) = P(z) and equation

(3.14) is verified.

P(z) = L1(z)ΓfL0W
∗. (A.10)

2014/03/05
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Appendix B

Statistical Properties of

Data-interference

Considering the input signal as an independent zero-mean random data sequence with

variance σ2
x and based on the central limit theorem, we can model wsi

[tn] as a zero-mean

Gaussian random signal with

E
{
wsi

[tn]w∗
si′

[tn′ ]
}

= σ2
x

∑
j �∈S

∑
p�∈T

Γj,p
si,tn(μ)(Γj,p

si′ ,tn′ (μ))∗ (B.1)

where Γj,p
si,tn(μ) =

∑Q−1
l=0 γj,p

si,tn(l, μ)h[l]. When si �= si′ , due to excellent frequency selectivity

of the prototype filters and similar to the simplification in (4.34), we can write that either

Γj,p
si,tn(μ) 
 0 or Γj,p

si′ ,tn(μ) 
 0 for j �∈ S. As a result, (B.1) can be approximated

E
{
wsi

[tn]w∗
si′

[tn′ ]
}


 δsisi′σ
2
x

∑
j �∈S

∑
p�∈T

Γj,p
si,tn(μ)

×(Γj,p
si,tn′ (μ))∗ (B.2)

Similarly, when tn �= tn′ , either |p − tn| ≥ 2 or |p − tn′| ≥ 2 for p �∈ T in any implemented

scheme of pilot distributions in time. As a result, for small values of μ and based on the

PR property of the system, we can deduce that either Γj,p
si,tn(μ) 
 0 or Γj,p

si,tn′ (μ) 
 0 for

p �∈ T . Therefore, we can write

E
{
wsi

[tn]w∗
si′

[tn′ ]
}

 δsisi′δtntn′σ

2
w, (B.3)
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where σ2
w is the variance of wsi[tn]

σ2
w = E

{
|wsi

[tn]|2
}

= σ2
x

∑
p�∈T

∑
j �∈S

|Γj,p
si,tn(μ)|2. (B.4)
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