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7.26. {mpulse invariance and the bilinear transformation are two methods for designing di?t
time filters. Both methods transform a continuous-time system function H, (s) into a dis
time system function H (z). Answer the following questions by indicating which meth
will yield the desired result:

(2) A minimum-phase continuous-time system has all its poles and zeros in the left-half s-
plane. If a minimum-phase continuous-time system is transformed into a discrete-time
system. which method(s) will result in a minimum-phase discrete-time system?

(b) Ifthe continuous-time system is an all-pass system. its poles will be at locations s in the
left-half s-plane. and its zeros will be at corresponding locations ~s; in the right-half
s-plane. Which design method(s) will result in an all-pass discrete-time system?

(¢) Which design method(s) will guarantee that

Hteﬁ”)lw:ﬂ = H"[-ig)|9=()?

(d) If the continuous-time system is a bandstop filter, which method(s) will result in a
discrete-time bandstop filter?

(e) Suppose that H}(z). H>(2), and H(z) are transformed versions of H,(s), H,2(s). and
H (s). respectively. Which design method(s) will guarantee that H(z) = Hi(2YH ()
whenever H . (s) = H.j(s1H.a(5)?

(f) Suppose that #((2). H2(2), and H(c) are transformed versions of H,.; (s). H.>(s), and
H (s}, respectively. Which design method(s) will guarantee that H(z) = H(z)+ Ha(2)
whenever H(s) = H.(s) + Hoa(s)?

(g) Assume that two continuous-time system functions satisfy the condition

Ho () e /72 Qs
Ha() ™2, Q<o
IEH (2) and H (<) are transformed versions of H,.y(s) and H,(s), respectively, which

design method(s) will result in discrete-time systems such that

H (/) e iR < w <.
Ho(el®) T2 —p << 0?

(Such systems are called “90-degree phase splitters.”)

7.31. Suppose that we have used the Parks-MecClellan algorithm to design a causal FIR linear-
phase lowpass filter. The system function of this system is denoted H(z). The length of the
impulse response is 25 samples, i.e., #[n] = 0 for n < 0 and for n > 24, and h[0] # 0. The
desired response and weighting function used were

I el =037
0 Odn <|w|<nm

I |wl <037

Jeoy
W™ = 2 047 <|w <.

Hgte!®) =

In each case below, determine whether the statement is true or false or that insufficient
information is given. Justify your conclusions.

(a) hin +12) = h[12 —n]or hn + 12] = —A[12 — n] for —o0 < n < .

(b) The system has a stable and causal inverse,

(¢) We know that H(—-1) = 0.

(d) The maximum weighted approximation error is the same in all approximation bands.
(e) If zp is azero of H(z), then 1/z is a pole of H(z).

(f) The system can be implemented by anetwork (flow graph) that has no feedback paths.
(g) The group delay is equal to 24 for 0 < w < 7.



(h) If the coefficients of the system function are quantized to 10 bits each, the system is
still optimum in the Chebyshev sense for the original desired response and weighting
function. )

(i) If the coefficients of the system function are quantized to 10 bits each, the system is
still guaranteed to be a linear-phase filter. ’

(j) If the coefficients of the system function are quantized to 10 bits each, the system may
become unstable. ‘

7.32. You are required to design an FIR filter. h|n]. with the following magnitude specifications:

o Passband edge: iy = m/100.
o Stopband edge: wy = 7/50.
e Maximum stopband gain: §; < —60 dB relative to passband.

[t is suggested that you try using a Kaiser window. The Kaiser window design rules for shape
parameter f§ and filter length M are provided in Section 7.5.3.

(a) What values of # and M are necessary to meet the required specifications?

You show the resulting filter to your boss, and he is unsatisfied. He asks you to reduce
the computations required for the filter. You bring in a consultant who suggests that you
design the filter as a cascade of two stages: #’'|n| = pln| % ¢[n|. To design p|n| he suggests
first designing a filter, g|» |, with passband edge w:,, = 10w,. stopband edge w; = 10w, and
stopband gain 87 = &,. The filter p|n]is then obtained by expanding ¢[n| by a factor of 10;

¢ln/10].  whenn/10is an integer,

i) = !
! (. otherwise.

(b) What values of 8’ and M' are necessary to meet the required specifications for g[n]?

() Sketch P(e/®) from w = (1 to w = /4. You do not need to draw the exact shape of the
frequency response; instead, you should show which regions of the frequency response
are near (0 dB, and which regions are at or below —6() dB. Label all band edges in your
sketch.

(d) What specifications should be used in designing ¢[n| to guarantee that k'[n| = p[n]
¢[n] meets or exceeds the original requirements? Specify the passband edge, o/, stop- -
band edge, ;. and stopband attenuation, §{, required for ¢[n]. k.

(e) What values of 8” and M" are necessary to meet the required specifications for g{n}?
How many nonzero samples will #’(n} = ¢g[n] * p{n] have? 4

(f) The filter /|| from parts (b)-(e) is implemented by first directly convolving the input =
with ¢[n| and then directly convolving the results with p[r]. The filter i[n] from partf_gf%
(a) is implemented by directly convolving the input with #[n]. Which of these two: i
implementations requires fewer multiplications? Explain. Note: you should not count
multiplications by () as an operation. .

7.37. Consider the two-stage system shown in Figure P7.37 for interpolating a sequence
xli] = x(nT) 10 asampling rate that is 5 times as high as the input sampling rate; i.e., we
desire v{n| = x AnT/13).
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Assume that the input sequence xjnl = x¢(rT) was obtained by sampling a band-
limited continuous-time signal whose Fourier transform satisfies the following condition:
[Xcj| = Ofor |R] = 2x(3600), Assume that the original sampling period was T =
L/8000.

(a) Make a sketch of the Fourier transform X () of a “typical” bandlimited input signal
and the corresponding discrete-time Fourier transforms X (/) and X, (¢/%).

(b) To implement the interpolation system, we must, of course, use nonideal filters, Use
your plot of X.(¢/%) obtained in part (a) to determine the passband and stopband
cutoff frequencies (w,) and w, 1) required to preserve the original band of frequencies
essentially unmoditied while significantly attenuating the images of the baseband spec-
trum. (That is, we desire that win} ~ x.(nT/31.) Assuming that this can be achieved
with passband approximation error 8 = 01.003 (for filter passband gain of 1) and stop-
band approximation error §; = {01, plot the specifications for the design of the filter
H (ely for —ir < <.

(¢) Assuming that win| = x.(nT/3). make a sketch of W,(e/?) and use it to determine the
passband and stopband cutoff frequencies w5 and wy; required for the second filter.

(d) Use the formula of Eq. (7.117) to determine the filter orders M; and M for Parks-
McClellan filters that have the passband and stopband cutoff frequencies determined
in parts (b) and (¢) with §; = 0.003 and §; = 0.01 for both filters.

(e) Determine how many multiplications are required to compute 15 samples of the output
for this case.

7.38. The system of Figure 7.2 is used to perform fltering of continuous-time signals with a digital
filter. The sampling rate of the C/D and D/C convertersis f, = 1/ T = 10, 000 samples/sec.
A Kaiser window wg |n] of length M + 1 = 23 and # = 3.395 is used to design a
linear-phase lowpass filter with frequency response le,Ie'-f“‘). When used in the system of
Figure 7.1 so that Hie/"”) = H|p(cf-f”’). the overall effective frequency response (from input

g (1 1o output y, (1)) meets the following specifications:

099 < |Hypty0 = 0L 0 = Q) = 2m 2000y
|Hopp (5] = 0,01 2703000) = |Q] = 27(S000).

{a) The linear phase of the FIR filter introduces a time delay t,4. Find the time delay through
the system (in milliseconds).

(b) Now a highpass filter is designed with the same Kaiser window by applying it to the
ideal impulse response /ry[n] whose corresponding frequency response is

jeoy _ lw} < 0.257
Hate’™) = 2e~Jwna 0.257 < |w| <.
That is, a linear-phase FIR highpass filter with impulse response hiypla} = wk [nlhyln)

and frequency response th(ej"’] was obtained by multiplying Ay4[n] by the same
Kaiser window w g [n] that was used to design the first mentioned lowpass filter. The
resulting FIR highpass discrete-time filter meets a set of specifications of the following
form:

| Hip(e/)] < 81 0 <ol < o
G =3 < |Hpple/ NG +8 wr<lol<a

Use information from the lowpass filter specifications to determine the values of «w;,
w2, 5]., 5*_!., and G.

Rl



MATLAB Questions

1.

To see what kind of problems might be involved in a simple frequency-sampled filter design, let us

design a linear phase FIR lowpass filter, with cuttoff frequency @, =0.427 . The desired filter length is
N =32.

a) Find the sampled frequency response H[K] (don’t forget to get the phase right!). Then, find the
inverse DFT time sequence h[n], n=0,1,...,31.
b) Based on h[n], evaluate with freqz and sub-plot 1024 points of the desired frequency response

(magnitude as well as phase) and the actual frequency response (magnitude and phase). Comment
on the matches/mismatches.

c) Repeat the design, but this time use one transition sample. Experiment with the value of the
transition sample until you get a maximally flat stopband. Again, plot the frequency response of the
desired and actual filters.

d) Repeat the design (without the transition sample) using the remez algorithm and a transition
bandwidth of 0.057 . Compare the results of all filters.

2.

This problem explores the design of linear phase FIR filters. A linear phase FIR filter is to be
applied to an audio signal sampled at 16 kHz. The filter is lowpass and has a passband from 0 to
3250 Hz and a stopband from 4000 to 8000 Hz. The passband ripple is to be less than 0.1 dB and
the stopband attenuation should be greater than 60 dB. Several filter design techniques will be
assessed.

Notes:

e The Matlab routine £ir1 can be used to generate window-designed FIR filters. You will
use this routine with an explicitly specified window. The routine will be called as
firl (N, wn,win), Where ~ is the filter order (careful, the filter length is n+1), wn is the
filter cutoff (wn is normalized such than 1 is the half sampling frequency), and win the the
N+1 element window. For some of the designs, you will have to choose n yourself .

o The rectangular window can be generated with the rectwin (0r ones) function.

o The Hamming window can be generated with the hamming function.

o The Kaiser window can be generated with the kaiser function. The Kaiser
window has a parameter beta. An estimate for beta and n can be found using the
routine xaiserord.

e A least-squares FIR design can be done with the routine fir1s. You will have to iterate
on the filter length to get a filter which meets the specifications. You will also use a
weighting function to change the relative deviations for the passband and stopband.



For the equiripple design routine remez, the routine remezord can be used to estimate the
order needed to meet the specifications.

For each design, you must plot the filter response on a dB scale, with the scale chosen
such that one can verify that whether passband and stopband specifications are met. You
will need two plots, one with a scale appropriate for the passband and another with a
scale appropriate for the stopband. A routine to plot the response on two different scales
is as follows.

function PlotFilter (£, b, Fs)

B = freqz (b, 1, £, Fs);

BdB = 20 * 1logl0 (abs(B)):
subplot (2, 1, 1);

plot (£, BdB);

axis ([f(1), f(end), -80, +51);

subplot (2, 1, 2);
plot (£, BdB);
axis ([f£(1), f(end), -2, 21);

return

Assignment:

1.

Convert the specifications (band edges, and deviations) given in terms of the 16 kHz
sampling rate to a specifications on a normalized frequency scale. That frequency scale
should be the one used by fir1, i.e. wn=1 corresponds to the half sampling frequency.
For later use, convert the dB specifications to deviation specifications.

Explain why the documentation for fir1 indicates that n must be even for highpass or
bandpass filters.

Try designing the filter with n=100 using a rectangular window. Can the specifications be
met by increasing n? Explain.

Try designing the filter with n=100 using a Hamming window. Can the specifications be
met by increasing n? Explain.

Design the filter using a Kaiser window. Estimate the value of beta and n. Generate the
Kaiser window and plug it into £ir1. Check whether your design meets the specifications.
If it does not, increment n, until it does. If it exceeds the specifications, decrease w, until
you get the smallest value of n which meets the specifications.

Design the filter using the routine fir1s. Use weighting to best accommodate the
passband and stopband requirements. What is the minimum number of coefficients of a
filter which meets the specifications?

Design the filter using the routine remez. What is the minimum number of coefficients of
a filter which meets the specifications?

Which design method gives the shortest filter meeting the specifications.
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