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Abstract—Deep clustering combines embedding and clustering
together to obtain an optimal low dimensional embedding sub-
space (aka latent subspace) for clustering, which can be more
effective compared to conventional clustering approaches such as
k-means. Typical deep clustering methods employ autoencoder
(AE) and obtain their optimal latent space through minimizing
data reconstruction loss which has no substantial connection with
the clustering performance. In contrast, in this paper we propose
a novel AE-based clustering scheme Deep Successive Subspace
Learning (DSSL) which simultaneously minimizes weighted re-
construction and clustering losses of data points, where weights
are defined based on similarity between latent representation of
data points and cluster centers. DSSL obtains its optimal latent
space through K (i.e. number of clusters) successive training
runs where each run corresponds to an individual cluster. At
each run, DSSL focuses on reconstruction and clustering of those
data points that are more likely to belong to the corresponding
cluster; hence, implicitly training those network parameters
that have more influence on that cluster. Experimental results
on benchmark datasets demonstrate that the proposed DSSL
method can significantly outperform state-of-the-art clustering
approaches.

Index Terms—Deep Clustering, Autoencoders

I. INTRODUCTION

In many science and engineering applications, the label
information of data samples is non-observable or expensive to
obtain. Clustering is an important data analysis tool in pattern
analysis and machine learning. It strives to explore knowledge
from unlabeled data. Many applications can be considered as
typical examples of data clustering, such as the astronomical
data analysis [1], the medical analysis [2], the gene sequencing
[3], and the information retrieval [4], [5], [6], [7]. Clustering
methods aim to group data points based on a similarity
metric. Among different clustering methods, k-means [8] and
fuzzy c-means [9] are the two popular conventional methods
that are widely used in several applications [10, 11, 12],
because of their simplicity. However, when data points are not
evenly distributed around centroids, these algorithms fail to
properly cluster data samples. Furthermore, they do not show
good performance on high-dimensional data, while in many
applications nowadays datasets are characterized by thousands
of features [13]. Recently, deep learning-based clustering
methods have been widely used in various applications such
as image segmentation [14], social network analysis [15], face
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Fig. 1. The motivation of DSSL. Arrows show a nonlinear mapping from
original input space to the latent space.

recognition [16], and computer vision [17]. The final goal of
these methods is to find a new representation of data points in a
lower dimensional space (aka subspace, latent space) which is
more suitable for data clustering, e.g. by applying k-means to
the obtained lower dimensional space. Applying autoencoders
(AEs), which provide a highly non-linear transformation of
data points, to the original data is the most common practice
to find an optimal low-dimensional space in an unsupervised
manner [18, 19, 20]. Encoder part of autoencoder projects the
input data samples on a latent space, and decoder part en-
deavors to reconstruct the original input data using their latent
representation; to this end, encoder and decoder networks are
trained through minimizing reconstruction losses of input data.

In this paper, we propose a deep successive subspace
learning (DSSL) approach that jointly performs dimensionality
reduction and clustering. DSSL is an AE-based network which
is trained in an end-to-end manner. DSSL enhances clustering
performance by incorporating weighted reconstruction and
clustering losses, where weights are defined based on degree
of similarity between latent representation of data points and
cluster centers. As is discussed in Section II, there have been
a few research studies that consider both reconstruction and
clustering losses for data clustering [21, 22, 23]. The two main
common disadvantages of the previous methods are: (1) at
each training iteration, a data point is first assigned to a single



specific cluster (aka crisp assignment), then the clustering loss
is computed over the clustered data, e.g. see [21, 22, 23]. A
linear combination of clustering and reconstruction losses are
then used to update the network parameters through a back-
propagation process. Note that due to the unsupervised nature
of the clustering problem, the true crisp assignment for each
data point is unknown, and using an incorrect estimate of
crisp assignments misleads the algorithm training phase. This
issue becomes more critical when the non-crisp estimation of
the K-dimensional cluster assignment vector (before snapping
to 0 and 1) is far from the one-hot vector imposed by
crisp assignment. (2) in all the previous methods, a single
common loss function is used for all data clusters without
considering the possible different characteristics of data in
different clusters.

The proposed DSSL method addresses these two drawbacks
by directly incorporating non-crisp (aka soft) assignments
in the loss functions, where an individual loss function is
designed to be minimized for each data cluster. The main
contributions of DSSL lie in two folds:
• Parameters of the DSSL method are trained through

K successive runs, where K is the number of clusters.
The kth run, k = 1, ...,K, is associated to the kth
cluster and minimizes its own distinct loss function – this
encourages the DSSL network to focus on reconstruction
and clustering of the data points that are more likely
to belong to the kth cluster. In other words, at the kth
run, the network is implicitly enforced to optimize those
parameters that have more influence on the reconstruction
and clustering of the kth cluster data.

• DSSL computes soft assignments for each data sample
and employs them as samples weight when computing
clustering loss at each of the K successive runs; this
allows DSSL to take into account all possible cluster
assignments when training its parameters. In addition,
the soft assignments are incorporated in the DSSL’s
reconstruction loss. This allows the algorithm to focus
on reconstructing those data that are more probable to
belong to the kth cluster.

Block diagram of the proposed method’s training phase is
shown in Fig. 2.

II. RELATED WORKS

k-means [8] is the most popular clustering method that
can be applied to a broad range of problems. Although this
algorithm is fast and easy to implement, it does not show
good results on high dimensional spaces. Also, it does not
show good clustering performance when data points are not
evenly distributed around their centroids in the original data
points. To handle these difficulties, some algorithms such as
[24, 25] perform subspace learning1 (aka dimension reduction)
to learn a low dimensional feature space (aka subspace, latent

1Note that there is another branch in data clustering called Subspace
Clustering [26, 27], which is different from subspace learning. Subspace
clustering techniques assume that data points are drawn from multiple
subspaces corresponding to different data clusters.

space) of data points and then employ the trained subspace
for data clustering task. Another category of clustering
algorithms, such as [28, 29], consider pairwise relationship
between data points to embed the original high dimensional
data points into a lower dimensional space and then apply k-
means algorithm to the new space. These algorithms construct
a weighted graph based on the relationships between the data
points in the original space; they then solve an optimization
problem based on Laplacian matrix of the graph. Although
these methods outperform k-means, their computational cost
for solving the optimization problem prevents their application
when dealing with large datasets. Some studies, e.g. [30, 31],
try to handle this problem by using stochastic optimization
methods. For example, [30] formulates an adaptive stochastic
gradient optimization, which is linear in the number of data
that does not need storing the complete Laplacian matrix.
Although the stochastic optimization based algorithm could
outperform the original ones even in some small datasets,
these methods only consider linear transformation of the data.
In order to learn nonlinear transformations, which is crucial
in clustering of more complicated datasets, [32] utilizes a
deep autoencoder to get low dimensional feature space for
a graph; it then applies the k-means algorithm to define
clusters. Deep embedding network (DEN) [33] proposed an
AE-based method that attempts to learn new representation
of data points by enforcing group sparsity and locality-
preserving constraints. In this algorithm, after finding the
new representation, k-means algorithm is applied to define
clusters. In order to enhance clustering performance, more
recent algorithms jointly learn a new feature representation
of the data and update cluster centers using the obtained
new feature space. Deep embedding clustering (DEC) [34]
uses a fully connected stacked autoencoder to initialize a new
low dimensional feature space; after discarding the decoder
part, students’ t-distribution is used to assign data points to
clusters and then an auxiliary target distribution is defined
based on the cluster assignments. In the optimization phase
of DEC, parameters of the encoder part and cluster centers
are simultaneously updated to minimize the Kullback–Leibler
(KL) divergence loss between the cluster assignments and the
auxiliary target distribution, using stochastic gradient descent
(SGD). There have been a few studies, e.g. [22, 21, 23],
that aim to improve clustering performance through including
both clustering and reconstruction errors in the loss function
of their autoencoder. In order to preserve local structure of
data, improved-DEC method (IDEC) [22] improves the DEC
method by including the decoder part to add the reconstruction
loss to the loss function of the original DEC method. In order
to find a k-means friendly representation for data points, the
loss function in the deep clustering network (DCN) method
[21], which is a joint data dimensionality reduction and k-
means clustering, consists of the k-means’ objective and the
reconstruction loss, where cluster centers are simultaneously
updated using a discrete version of SGD. Deep k-means
(DKM) [23] finds new representation and performs clustering
at the same time by adding k-means loss function to the



reconstruction loss of an AE. SGD optimizer is used to update
AE’s weights and cluster centers.

III. PROPOSED METHOD

Consider a K-clustering problem with a dataset X consists
of N samples, i.e. X = {x1, . . . , xN}. The proposed DSSL
network consists of an encoder and decoder. The encoder and
decoder networks are respectively denoted by f(.) and g(.).
Representation of X in the DSSL’s latent space is shown by
U = {u1, u2, ..., uN}, where uj = f(xj ; θe) ∈ Rd for j =
1, ..., N . θe denotes encoder parameters and d is the latent
space dimension. The output of decoder is denoted by x̂i =
g(ui; θd), which represents the reconstructed input data xi.
Parameters of the decoder is denoted by θd. The kth cluster
center is denoted by µk.

A. Training Phase

In order to initialize the DSSL’s parameters, θe, θd and µk

for k = 1, . . . ,K, we train an autoencoder using Adam opti-
mization method [35], with the same parameters mentioned in
the original paper, and back propagation algorithm. End-to-end
training is performed by minimizing the mean squared error
between input and output of the autoencoder, i.e. minimizing
the reconstruction loss. We initialize θe, θd to the parameters
of the trained autoencoder. We apply k-means algorithm to
the latent space of the trained autoencoder and then initialize
µk, k = 1, . . . ,K to the cluster centers defined by k-means.

In order to obtain a low dimensional latent space which
is suitable for clustering, we propose to train the DSSL
network with a novel loss function that is a weighted sum
of reconstruction and clustering losses. We propose to train
the DSSL network in K successive runs where at the kth run
the DSSL network focuses on reconstructing and grouping of
the data points that are more likely to belong to the kth cluster.
In this way, at the kth run, we implicitly enforce the DSSL
network to optimize those parameters that have more influence
on the reconstruction and clustering of the kth cluster data.

Algorithm 1 DSSL method
Input: Data points X , number of clusters K, maximum
iterations MaxIter, update interval T

Output: Crisp cluster assignment for query data
1: Initialize θe, θd and µk for k = 1, . . . ,K (see Section

III-A)
2: for iter ∈ {1, 2, ...,MaxIter} do
3: for k ∈ {1, 2, ...,K} do
4: Compute soft assignments pik using (2), for i ∈ B
5: Update DSSL parameters θe, θd, using SGD with

momentum, employing loss function (1a)
6: end for
7: Every T iterations, update cluster centers using (3)
8: end for
9: Apply crisp assignment to the query data as is discussed

in Section III-B
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Fig. 2. Block diagram of DSSL’s training procedure.

The proposed loss function at the kth run, L(k), is shown
in (1) where L(k)

r and L(k)
c respectively denote reconstruc-

tion and clustering losses. L(k)
r (L(k)

c ) consists of weighted
reconstruction (clustering) losses of the data points where, to
encourage focusing on the kth cluster samples, higher weights
are assigned to the samples that are more “probable” to belong
to the kth cluster. Probability of assigning data point xi to the
kth cluster is denoted by pik, which is also known as soft-
assignment. Employing these soft (i.e. non-crisp) assignments
in the clustering loss allows DSSL to take into account all
possible cluster assignments when training its parameters. In-
corporating soft assignments in the reconstruction loss allows
the algorithm to focus on reconstructing those data that are
more probable to belong to the kth cluster.

L(k) = L(k)
r + ζL(k)

c (1a)

L(k)
r =

∑
xi∈B pmik||xi − x̂i||22 (1b)

L(k)
c =

∑
xi∈B pmik||ui − µk||22 (1c)

In (1), ζ is a hyperparameter indicating the importance of the
clustering loss in the networks training, and B denotes a batch
of data points.

In this paper, though other approaches are possible, we make
use of the Fuzzy C-means to estimate pik, as is shown in (2),
where m indicates the level of fuzziness and is set to 1.5 in
all our experiments.

pik =

1

||ui−µk||
2/(m−1)
2∑K

j=1
1

||ui−µj ||
2/(m−1)
2

(2)

Finally, every T iterations, we update the cluster centers as
is shown in (3).

µk =
∑
xi∈X

pmikui∑
xi∈X

pmik
(3)

The pseudo code of the proposed DSSL method is presented
in Algorithm 1.

B. Crisp assignment

We use the trained encoder and cluster centers to assign
a cluster number to data points, i.e. crisp assignment. To this
end, latent representation of the data points are computed using
the encoder part of the DSSL network, then each data point is



TABLE I
ACC AND NMI (IN PARENTHESIS) ON THE BENCHMARK DATASETS FOR DIFFERENT CLUSTERING METHODS.

`````````Method
Datasets MNIST Fashion MNIST 2MNIST CIFAR10 STL10

k-means 53.20 (50.00) 47.40 (51.20) 32.31 (44.00) 41.30 (38.14) 43.40 (34.56)
LSSC 71.40 (70.60) 49.60 (49.70) 39.77 (51.22) 50.31 (44.71) 61.50 (41.20)
LPMF 47.10 (45.20) 43.40 (42.50) 34.68 (38.69) 45.25 (34.11) 47.46 (29.14)
DEC 84.30 (83.72) 51.80 (54.63) 41.20 (53.12) 45.23(39.64) 45.12 (50.45)
IDEC 88.13 (83.81) 52.90 (55.70) 40.42 (53.56) 46.21(41.78) 47.84(53.27)
DCN 83.00 (81.00) 51.22 (55.47) 41.35 (46.89) 47.69 (41.23) 48.63 (56.21)
DKM 84.00 (81.54) 51.31 (55.57) 41.75 (46.58) 49.20 (40.56) 61.54 (63.59)

AE + k-means 86.03 (80.25) 57.94 (57.15) 41.23 (54.23) 55.94 (44.31) 62.20 (64.03)
DSSL 92.17 (84.21) 59.11(62.05) 43.80 (55.52) 56.15 (45.30) 63.75 (64.51)

TABLE II
ACC AND NMI (IN PARENTHESIS) ON IMBALANCED DATASETS FOR DIFFERENT CLUSTERING METHODS.

PPPPPPMethod
r 0.1 0.2 0.3 0.4 0.5

DEC 73.12 (67.89) 70.12 (61.72) 75.21 (68.32) 76.47 (71.25) 82.54 (73.22)
IDEC 72.28 (70.64) 78.91 (73.11) 82.55 (76.35) 83.55 (77.44) 84.22 (79.90)
DCN 72.74 (68.80) 73.02 (72.91) 79.60 (72.80) 74.52 (73.61) 76.32 (74.62)
DKM 45.96 (39.21) 46.21 (39.54) 48.56 (38.96) 51.25 (42.10) 50.98 (43.27)

AE + k-means 75.37 (68.12) 77.24 (72.31) 79.30 (74.20) 79.05 (73.60) 83.11 (74.83)
DSSL 79.59 (72.00) 80.77 (74.65) 86.63(78.00) 86.30 (78.27) 88.61 (80.61)

assigned to the cluster with nearest cluster center. Euclidean
distance is used as the distance measure.

IV. EXPERIMENTS

Performance of the proposed method is demonstrated on
various kind of datasets. Considering that clustering task is
a fully unsupervised procedure, it is a common practice to
concatenate train and test sets (e.g. See [34, 22, 21, 23]). The
datasets are: MNIST [36] which contains 60,000 training and
10,000 testing samples, each being a 28×28 handwritten digit
monochrome image; Fashion MNIST [37] that has the same
number of images and the same image size with MNIST,
but it is fairly more complicated since instead of digits,
Fashion MNIST consists of various types of fashion products;
CIFAR-10 consists of 60,000 RGB images of 10 different
objects where the size of each image is 32 × 32; STL-10 is
similar to CIFAR-10, which comprise of 13,000 96×96 RGB
images from 10 classes; 2MNIST, which is a more challenging
dataset coming from two different distributions, is created by
combining the two datasets MNIST-full and Fashion MNIST
and hence has 140,000 images of size 28×28 with 20 classes.
We use a pre-trained VGG-16 network on Imagenet [38] to
extract the useful features from RGB images, i.e. CIFAR10
and STL-10 datasets.

For the grey scale datasets MNIST, Fashion MNIST, and
2MNIST, following [39], we use a symmetric structure of
convolutional AE, which can take one image channel as its
input. For the RGB datasets CIFAR-10 and STL-10, following
[34], after applying the pre-trained VGG-16 network, we use
fully connected networks in forming our DSSL network. All
experiments are performed in Google Colaboratory.

Clustering performance of the proposed method is com-
pared against several well-known and state-of-the-art cluster-

ing methods. The comparison algorithms include non-deep
learning methods: k-means [8], large-scale spectral cluster-
ing (LSSC) [40] and locality preserving non-negative matrix
factorization (LPMF) [41], as well as deep learning-based
algorithms: DEC [34], IDEC [22], DCN [21] and DKM [23].
In addition, in order to demonstrate the effectiveness of the
proposed DSSL method, we report the results on our baseline
method, AE + k-means. In AE + k-means, k-means is applied
to the latent space of a single regular AE trained with the
corresponding structure discussed above.

A. Evaluation metrics

To evaluate the clustering performance, we use two standard
evaluation metrics: clustering accuracy (ACC) [42] and nor-
malized mutual information (NMI) [43], as are shown below.

ACC = maxm
∑N
i=1 1{li=m(ci)}

N (4a)

NMI = I(l;c)
max{H(l),H(c)} (4b)

ACC finds the best match between the true labels and the
predicted cluster assignments. NMI computes the normalized
measure of similarity between two labels of the same data
point. In (4), li and ci are respectively the ground truth
label and the cluster assignment (i.e. predicted label) for
data point xi, mutual information between the true labels
l = {l1, . . . , lN} and the predicted labels c = {c1, . . . , cN}
is denoted by I(l; c), H(.) represents the entropy function,
and 1 denotes the indicator function. NMI and ACC lie in the
range of 0 to 1, with 0 being the worst clustering result and
1 the perfect performance.



a) MNIST

b) Fashion MNIST

Fig. 3. Soft assignments for some samples of MNIST and Fashion MNIST datasets. Y axis ranges between 0 and 1.

B. Clustering performance

Clustering performance of our comparison methods and
the proposed DSSL method, are shown in Table I. For the
comparison methods, we run the code released by the corre-
sponding authors where we used the same hyper-parameters
as is mentioned in the original papers. The best result for
each dataset is shown in bold. Among the nine algorithms, the
proposed DSSL method yields the best results on all reported
clustering performances; on average, over the five datasets,
DSSL improves ACC and NMI of the comparison deep-
learning based methods by 10.67% and 14.38%, respectively.
In addition, it can be seen that DSSL significantly improves the
clustering performance of our baseline method AE + k-means,
which verifies the big advantage of the proposed method over
the traditional AE-based clustering approaches; on average,
over the five datasets, DSSL improves ACC and NMI of our
baseline AE + k-means respectively by 2.33% and 2.32% .

C. Performance on imbalanced datasets

To show the effectiveness of the proposed framework on
imbalanced data, we sample subsets of MNIST with various
retention rates r ∈ {0.1, 0.2, 0.3, 0.4, 0.5}, where data points
of class 0 are kept with probability r and class 9 with
probability 1, with the other classes linearly in between. As
such, the smallest cluster is r times smaller than the largest
cluster. ACC and NMI for various r on all datasets are shown
in Table II. It can be seen that the proposed DSSL method
significantly outperforms our comparison methods for all r
values; e.g. DSSL is more than 3.57% more accurate than the
best comparison method, for r = 0.4 and 0.5. On average,
over the five imbalanced datasets, DSSL has improved AE +
k-means by 5.57% in ACC and 4.09% in NMI.

D. Soft assignments visualization

In Fig. 3, we visualize soft assignments learned by DSSL
on some samples from the two benchmark datasets MNIST
and Fashion MNIST. As is expected, we observe that if two

samples belong to the same cluster, the same index takes
the highest value in the corresponding K-dimensional soft
assignment vector. This demonstrates the DSSL abilities in
finding similarities between data points in an unsupervised
manner, even for noisy corrupted samples such as the last
figure in column 3 (from left) of Fig. 3 (a).

E. Effect of number of data samples

In order to see impact of number of data samples to the
proposed DSSL and other deep-learning based methods, we
vary number of samples for CIFAR-10 between 10,000 and
60,000 with an interval of 10,000. Fig 4 shows that the
performance (ACC and NMI) of all methods increases when
more data samples are provided. This implies that more data
samples are beneficial for data clustering. In addition, we
observe that, DSSL maintains higher performance at all points,
compare to our comparison clustering methods; this can be
assigned to the fact that DSSL considers a customized loss
function for every cluster, through employing soft assignments.

F. t-SNE visualization

In Fig 5, the effectiveness of our proposed DSSL method is
further demonstrated by comparing different representation of
MNIST using t-SNE [44], where the learned representation of
each algorithm is mapped to a 2-dimensional space. As it can
be seen, clusters indicated by DSSL are more clearly scattered
around cluster centers compare to other deep-learning based

Fig. 4. Effect of number of samples on clustering performance for different
methods, on CIFAR-10 dataset.



(b) DEC (c) DCN (d) DKM(a) Raw data

(g) DSSL(f) AE + kmeans(e) IDEC

Fig. 5. Visualization of different methods using t-SNE. Axes range from -100 to 100.

clustering methods. The improved performance of DSSL is
more noticeable when considering separation of groups col-
ored in magenta and purple (digits 4 and 9), as well as the
separation of clusters in cyan, olive and orange (digits 3, 5
and 8).

G. Hyperparameters

The proposed DSSL method was implemented in python
using the deep-learning framework Pytorch. We set maximum
number of training epochs for all experiments to 100 and used
stochastic gradient descent for optimizing our proposed loss
function. In all experiments, the hyperparameters ζ, d and m
are respectively set to 0.1, 10 and 1.5. The update interval
parameter T is set to 2 in all experiments. The number of
clusters, K, is a user-defined parameter and is set to its true
value for each dataset, for all algorithms. If K is unknown,
one may use [45] to estimate it.

Fig. 6. ACC and NMI of the proposed DSSL method for dataset MNIST
where the parameter ζ ranges from 0 to 7.

We investigate the effect of changing ζ on the performance
of DSSL, for the MNIST dataset, where ζ lies between 0 and
7. As it is shown in Figure 6, by increasing ζ from 0 to 0.1,
the DSSL performance significantly improves in both NMI
and ACC. DSSL maintains high ACC and NMI for ζ between
0.1 and 5. It demonstrates that the DSSL method is not too
sensitive to a wide range of values of ζ, as is desired.

Moreover, we scrutinize the effect of the update interval hy-
perparameter T in the clustering performance of the proposed
DSSL method, where T ∈ {2, 5, 10, 25, 50}. Fig 7 shows ACC
and NMI vs. epochs for the different T values, for the MNIST
dataset. As is expected, better ACC and NMI are achieved for
shorter update intervals, i.e. for smaller T values.

Fig. 8 shows the effect of level of fuzziness hyperparam-
eter m in the DSSL clustering performance, where m ∈
{1.1, 1.3, 1.5, 1.7}. When m → 1 (m → ∞), the soft assign-
ments vectors converge to one-hot (equal-probability) vectors.
As it is shown in Fig. 8, the best performance, on MNIST, is
obtained for m = 1.5.

V. CONCLUSION

In this study, we propose a novel and effective AE-based
deep-clustering method DSSL that simultaneously embeds

Fig. 7. Effect of update interval T on clustering performance.



Fig. 8. Effect of level of fuzziness m on clustering performance.

data points into a lower dimensional space and assigns data
points to their corresponding clusters. Unlike most deep-
learning based clustering algorithms that consider crisp as-
signments (which are unknown at the problem outset) through
their learning process, we propose to employ soft assignments;
i.e., we propose to minimize weighted reconstruction and
clustering losses, where weights are determined based on the
degree of similarity between low dimensional representation
of data points and cluster centers. Moreover, we proposed to
train parameters of the DSSL network through K successive
iterations where each iteration is corresponded to a specific
cluster. At each iteration, by minimizing the proposed loss
function, we encourage the DSSL network to concentrate on
reconstructing and clustering of a portion of data points that
are more likely to be in the corresponding cluster. Effec-
tiveness of the DSSL method is demonstrated on benchmark
datasets through an extensive set of experiments.
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