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Abstract

This paper studies a speech coder using a tree code generated by a stochas-
tic innovations tree and backward adaptive synthesis filters. The synthesis
configuration uses a cascade of two all-pole filters — a pitch (long time
delay) filter followed by a formant (short time delay) filter. Both filters
are updated using backward adaptation. The formant predictor is updated
using an adaptive lattice algorithm. The multipath (M, L) search algo-
rithm is used to encode the speech. A frequency weighted error measure
is used to reduce the perceptual loudness of the quantization noise. The
speech coder has low delay (1 ms) and has been evaluated through formal
subjective testing to have speech quality that is equivalent to that for 7-bit
log-PCM

1. Introduction

This paper addresses the problem of low delay coding of speech signals
at an encoding bit rate of 16 kbits;sec. Such a coder has application in the
switched telephone network. Encoding delay is an important consideration
in the design of speech coding algorithms for use as part of a terrestrial
common carrier network. due to the problem of disturbing echoes generated
at the hybrid interface between two-wire and four-wire lines. Also. it is
important that the coder achieve toll quality for wide spread acceptability
as part of the switched telephone network.

Traditionally. toll quality coders have been waveform coders. Among
waveform coders are the commonly used log-PCM coders. and the more
recent ADPCM coding schemes. ADPCM achieves a lower transmission
rate at the expense of increased complexity. ADPCM schemes employ
an adaptive predictor and an adaptive quantizer matched to the short
term statistics of the input speech. The CCITT has formally approved an
ADPCM coding algorithm that provides toll quality speech at 32 kbits, sec.
The use of backward adaptation schemes for the predictor and quantizer
allows for very low encoding delay

if the encoding rate of the CCITT aigorithm is reduced much below
32 kbits; sec, the quality produced drops off significantly. This occurs
because of the interaction between the predictor update algorithm and
the quantizer. When the quantizer noise increases, the performance of the
predictor (which is determined by the reconstructed samples) drops, further
increasing the quantization noise effects. Most previous attempts at high
quality coding at rates near 16 kbits, sec have used forward adaptation for
the predictor. However, this strategy tends to introduce large amounts of
coding delay.

A major advance towards improving the performance of waveform
coders at low bit rates comes with the use of multipath tree search algo-
rithms with differential waveform coders. A characteristic of differential
coders is that the possible quantized output sequences are arranged in the
form of a tree code. The quantizer and predictor pair essentially plays
the role of a tree code generator. Encoding in conventional schemes pro-
ceeds by a single path search of this code tree to find the best output
sequence. This has been identified as being a clear shortcoming of conven-
tional DPCM and ADPCM. Much can be gained with the use of delayed
decision schemes which employ multipath searches to make more efficient
use of the tree code. The delays are usually of the order of a few samples,
and can be kept within network echo delay constraints

Tree coding involves two basic issues. The first is the choice of an
effective code tree. and the second involves the choice of a search algorithm
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to search the code tree for the output sequence that best matches the
input. Multipath tree searching of codes generated by a fixed deterministic
quantizer and a fixed predictor was first studied by Anderson and Bodie [1].
Jayant and Christensen [2] have studied the use of multipath searching of
a code generated by a backward adaptive quantizer and a fixed predictor.
Although delayed decision coding in the above studies provides gains in
terms of both perceived speech quality and measurable signal-to-noise ratio
over conventional differential encoders at a rate of 16 kbits/sec, the output
speech quality was still reported to be characterized by easily perceived
quantization noise. This is due to two main shortcomings. First, the
encoding algorithm uses fixed and not adaptive prediction. Second, the tree
code is a deterministic tree code. Much can be gained with the use of so-
called stochastic tree codes as will be shown later. Multipath tree searching
with forward adaptive prediction has been studied in [3], [4] and [5].
Unfortunately, forward adaptation of the predictor usually entails a large
amount of encoding delay, of the order of 10~20 ms. Recently Gibson and
Haschke [6] have studied deterministic code trees with backward adaptive
formant synthesis filters. but without a pitch loop.

The scope of this paper is as follows. First. a generalized predictive
coder is briefly described. This configuration allows the use of a frequency
weighted error measure. Subsequent sections then view this coding scheme
in the more general tree coding context. The predictive coding scheme is
then extended to the multipath search case with a stochastically populated
innovations tree. Multipath searching is done with the (M, L) algorithm
(7). Both objective and subjective test results of the coding algorithm
are presented. This paper presents the final coder configuration used for
performance evaluation and can only hint at the experimentation that was
used to arrive at this configuration.

2. Generalized Predictive Coder
The block diagram of a generalized predictive coder with a short-
term or formant predictor is shown in Fig. 1 [8]. This configuration allows
for adaptive adjustment of the noise spectrum in relation to the speech
spectrum. The formant predictor F(z} acts on short-term redundancies in
the input speech signal. while the quantization noise is shaped by ¥ (z},

P P
F(z} = Z a;z ", Nz} = Zbiz“ .
1=1

i=1
Fig. 1 also includes a pitch predictor. The use of pitch prediction is
motivated by the fact that voiced speech segments exhibit considerable
similanty between adjacent pitch periods. [n this work, a 3-tap pitch
predictor is used, having the system function of

Plz) = 3127 MY~ foz™Mr - 3y, Mo-1

(1)

(2)

where M, is the pitch period in samples.
For the configuration shown in the Fig. 1, the spectrum of the recon-
struction error is given by

_ QL) 1-5()

1-Plz) 1 - Fz)
where the quantization error is given by @(z). With the usual assumptions

of uncorrelated quantization noise, the quantization error has a flat power
spectral density. The shape of the reconstruction error spectrum can be

S(z) - §(z) (3)
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2.1 Formant Filter Adaptation

The update algorithm used for the formant predictor in this work is the
adaptive lattice algorithm [9]. The prediction error filter 1 Fiz} can be
formulated as a lattice filter as shown in Fig. 2. The reflection coefficients
K. are allowed to vary with time to track the modes of stationanity of the
input s{n}. The reflection coefficients K,, are therefore a function of time
P. The update
method 1s based on the minimization of a weighted error of the form

n. and shown explicitly by writing K, (n).

Eolny = E win — kel (k) . (4)
k-
where ¢2 (k] is a sum of forward and backward residual energies.
e k) = JE(KR) ~ BE (k) . {5]

and w(n) is a causal window function. Minimizing E..{n) with respect to
Ko..(n) yields the update A, (n — 1),

n
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A simple one-pole or exponential window given by

is used in the final configuration
D, (n) are then given by

The update equations for Cp,(n) and

Cponj
Dy (1)

The value of J 1s chosen to be 0.986. Adaptation of the formant filter 1s
done using the reconstructed speech samples.

The resulting reflection coefficients are converted to direct form coef-
ficients for use in the filtering operations.
Pitch Filter Adaptation
Adaptation of the pitch predictor requires both the pitch lag and pitch

A (n - 1] = fo i {n)bn_1(n ~ 1)
= dDmin — 1) = 2 (n) b2 _y(n—1)

m- 1

(&)

e inel

coefficients to be updated. Conventionally, pitch prediction uses forward
adaptation. In this work, we deviate from this practice and employ a
backward adaptive pitch filter
a frame of length N samples results in the following system of linear

Minimizing the mean square error over

equations,

N
D orla)rin- Me-2-00 = 33> rln- M~ 2-i)r(n- M, =2-5)

N 2
;=1 n=1

n=1

(<)
for /= 1.2, This 1n turn can be written compactly in matrix form
as 4 = a.where ®1s the 3 by 3 correlation matrix. In a backward adap-
tation scheme, the sequence r(n) would correspond to the past quantized
formant residual signal

and 3

In operation, first an estimate of the pitch period M, 1s obtained
using the method described in {10]. then Eq. (9) is used to obtain the set
of predictor coefficients 3;

If the pitch predictor is backward adapted, the frame over which the
mean square prediction erroris minimized does not correspond to the frame
over which the pitch predictor is applied. While this scheme works well in
segments where the lag is relatively constant. it does not perform as well
in transition regions. This is because the pitch lag and coefficients are
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too finely tuned to the analysis frame Some of the adverse effects of
backward pitch predictor adaptation can be tempered by 'softening the
pitch predictor Conceptually this s achieved by adding uncorrelated white
notse to the input to the pitch predictor and using this perturbed signal
to solve for the pitch lag and pitch predictor coefficients. This approach
is implemented by adding a noise term to the diagonal elements of the
correlation matrix  — the diagonal elements o{7.7) of the matrix & are
replaced by {1 - a}oli.i} where a1s a small factor

3. Tree Codes

Conventional differential encoders such as the generalized predictive
coder described above can be viewed in a more general setting as so-
called tree coding algorithms. These tree codes can be classified into
two categories, deterministic and stochastic tree codes. The tree codes
associated with conventional waveform coders such as PCM and ADPCM
With differential encoders. it
is useful to make a distinction between the fnnovations code tree which

represents the quantized residual signal and the reconstruction code tree

are examples of deterministic tree codes

which represents the reconstruction output signal. The reconstruction code
tree s obtained by passing each of the quantized residual sequences of
the imnovations code tree through the synthesis filter. The nodes of the
reconstruction code tree are then populated with the output values of
the filter
code tree 1s completely specified by the filter (update algorithm and initial

With a backward adaptive synthesis filter, the reconstruction

conditions) and the innovations code tree. The encoder configuration in
Fig. 1 reflects the use of a frequency weighted error measure in searching
through the code tree

In a deterministic tree, each quantized residual sample can take on
one of 2% values where R is the number of bits per sample used to encode
the input. Stochastic trees are richer in that they allow more generality
in populating the innovations tree. The approach taken here to obtain
good codes for speech signals is to capture the long term statistics of
formant and pitch predicted residual signals in a stochastically populated
innovations tree. The essential pitch and formant structure is then inserted
by passing the innovations sequence through backward adaptive pitch and
formant synthesis fiiters

Each node in the stochastic innovations tree is associated with a
unique path map or branch number sequence from the root up to that
particular node. The N most recent bits of the path map are used as an
index into a dictionary containing 27 values. The node takes on the value
from the dictionary associated with that index, after multiplication by a
gain factor. For proper decoding of the quantized residual sequence at the
receiver. identical copies of the dictionary must be available to both the
transmitter and the receiver

The gain adaptation is achieved as follows. The dictionary value
assigned to a node 1s multiplied by the node gain G to yield an innovations
sample e. The node gain is then updated according to

GP =GP (1-6)e . O<é<l, (10)
where G 1s the new gain value, and ¢ 1s a parameter that controls the
effective memory of the gain update.

3.1 Multi-path Search Algorithm

The (ML} algorithm was used to search the code tree. The (M, L)
algorithm is controlled by two parameters, M and L. The maximum
number of paths kept in contention at any stage is at most M. The length
of these paths is equal to L. Each of the saved paths is first extended
to the nodes corresponding to the next sampling instant. The cumulative
errors for each of the paths are then calculated, and the extended path
with the lowest error is identified. This lowest error path will extend from
a node L time samples back. The branch number for this node is then
transmitted This corresponds to an incremental mode of operation where
each search involving sequences of length L ~ I is followed by the release
of one branch number. Only valid paths that extend from the chosen node
L time samples back are in contention. the others are eliminated. Among
the valid paths. at most A lowest error paths are kept and saved for the
next stage



4. Encoding Algorithm

The dictionary for the innovations tree was populated with 4096
samples from a Laplacian pseudo-random number generator. and a value
of 0.86 was used for the parameter &, used in the gain adaptation We
will first consider the case where only a formant synthesis hiter is used
The filter F(z) along each path is updated at each time instant using
the backward adaptive algorithm described. If there is no delay in the
update, the formant filter F'(2) will evolve differently along different paths
of the tree. Proceeding along different parallel paths of the code tree will
therefore involve a separate update of the formant filter along each path
By exploiting the fact that all saved paths stem from a single released
node L time samples back. the computational complexity of the encoding
scheme can be reduced [f the formant filters are updated with a delay of
L samples, the filters for each of the saved paths evolve in an identical way
All the saved paths are therefore associated with a single filter which evolves
via a delay of L samples. Furthermore, for the exponential adaptive lattice
window . experiments show that the prediction gain actually increases with
increasing update delays (up to delays of 8 samples) and then levels off

With the inclusion of a pitch synthesis filter. the encoder and decoder
configurations of Fig. 1 are used along each path of the tree. The prtch
predictor is updated using the past released quantized residual samples. i.e..
using the output of the pitch synthesis filter. The pitch fiiter i1s updated
every 20 samples The pitch lags are constrained to lie between 20 and
120 samples. and a frame length of 100 samples is used in solving for the
pitch predictor coefficients

5. Objective Test Results

The encoding algorithm was simulated on a VAX 8600 computer using
FORTRAN. All arithmetic operations were carried out using floating point
arithmetic. The value of L is fixed at 8.

The objective results using only a formant synthesis filter are presented
first. An eighth order formant fiiter was used. The plot in Fig. 3 shows the
segSNR values versus M for a particular sentence. with a stochastically
populated innovations tree. The segSNR is the average of the decibel
values of the SNR calculated for 16 ms biocks The segSNR value increases
rapidly with M at first, and then finally saturates with M to an almost
constant value. Other sentences show a very similar behaviour

Figure 3 also shows the performance with M with a deterministic
innovations tree. The underlying 4 level quantizer was made adaptive
using a Jayant step size update [11] (multiplier values of 0.9 and 1.6)
The results show that with the deterministic tree. the (M, L} algorithm
achieves a performance similar to that for a full search (Viterbi algorithm)
[6]. Comparing the deterministic code with the stochastic code brings
out some interesting points First, saturation with 3 occurs at a much
lower value of M with a deterministic tree than with a stochastic tree.
This is in keeping with the view that good codes require a larger value
of M to find their better paths. Second, the segSNR value for M = 1
with a determimistic tree is larger than that obtained with a stochastic
tree. The stochastic code performs weil with a multipath search, but gives
very poor performance with a single path search. The segSNR value, once
saturation with Af is attained. is higher with a stochastic tree than with a
deterministic tree Subjective performance is also better with a stochastic
tree. for large enough values of M. The results indicate that the choice
of the code tree and the search algorithm are by no means independent
design issues

The objective performance with the inclusion of a pitch synthesis
filter was investigated. In solving for the pitch predictor coefficients. the
diagonal elements of the correlation matrix were perturbed using a value
of @ = 0.01. Figure 4 shows a plot of segSNR versus time. both with and
without the inclusion of a pitch synthesis filter. Note that an increase in
segSNR of about 2-10 dB is attained during the voiced segments. The
segSNR remains about the same during unvoiced segments

6. Subjective Test Results
A subjective test of the coder was carried out by conducting a pref-
erence test between tree coded utterances and log-PCM coded utterances
of various bit rates. The listeners consisted of mostly ‘naive listeners’
(students working in areas other than speech coding) and a few trained
listeners (those working in the speech coding area). The ‘naive listeners’
were more inclined towards the tree coded speech than 'trained listeners’
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The following parameters were used for the tree coded sentences a 3 tap
pitch predictor with noise perturbation adaptation io = 0.01) an & tap
formant predictor using a one-pole error window (3 0.986). noise shap-
16 and L - 8. The tree
coded sentences were compared with 5. 6. 7. and 8 bit ’sample log-PCM
coded sentences The subjective test presented pairs of sentences. a tree
coded version and a log-PCM version. with both orderings represented
The various test pairs were randomly ordered in the presentation Results
of the subjective tests are shown in Fig. 5 The vertical axis shows tne
fraction of times that the tree coded sentences were preferred over the
corresponding log-PCM coded sentences. For example, tree coded sen-
tences were preferred over 5 bits sample log-PCM coded sentences every
time. The equal preference point is achieved at about 7 bit:sample log-
PCM. One can therefore conclude that the tree coding scheme achieves a
level of subjective quality equal to 7 bit ‘sample log-PCM.

Informal listening tests indicate that the addition of the pitch filter,
while not generating a substantial overall improvement in quality, is ben-
eficial in certain crucial segments of the test utterances. Subsequent to
the formal subjective tests, an adaptive postfilter [12] was added to the
system. This adaptive postfilter helps in a small way to further improve
the quality of the reconstructed speech

ing fp = 1 &5; and tree searching with M -

7. Summary

A code tree generated by a stochastically populated innovations tree
with a backward adaptive gain. and backward adaptive synthesis filters were
considered. The code tree was searched using the multipath (M.L) search
algorithm. For large values of M, the stochastic code tree was found to
give better performance than the deterministic tree, both objectively and
subjectively. The addition of the pitch filter gives 2-10 dB increase in
segSNR in the voiced segments. Subjective testing has shown that the
coder attains a subjective quality equivalent to 7 bits sample log-PCM.
with an encoding delay of 8 samples (1 ms with an 8 kHz sampling rate)
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