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Abstract 
Thls  paper  studles  a  speech  coder  uslng  a  t ree  code  generated by a  stochas- 
tic Innovat ions  t ree  and  backward  adapt lve  synthesls  f i l ters.   The  synthesis 
conf lgura t lon  uses a  cascade of two  al l -pole  f l l ters - a  p i tch   ( long   t ime 
delay)   f i l ter   fo l lowed by a   fo rmant   (shor t   t ime  de lay)   f t l te r   Bo th   f i l te rs  
a re   updated   us ing   backward   adapta t lon   The  fo rmant   p red lc to r  i s  updated 
us ing   an   adapt lve   la t t l ce   a lgor i thm  The  rnu l t lpa th  ( M ;  L )  search  algo- 
r i thm  is  used  to  encode  the  speech  A  f requency  welghted  error  measure 
15 used to   reduce  the  perceptual   loudness of the  quant izat ion  no ise  The 
speech  coder  has  low  delay (1  msj   and  has  been  evaluated  through  formal  
subject ive  test ing  to   have  speech  qual t ty   that  i s  equ iva len t   to   tha t   fo r  7-blt 
l o g - P C M  

1. Introduction 
Thls  paper  addresses  the  problem of  low delay  coding  of  speech  slgnals 

a t   an   encodtng   b l t   ra te   o f  16 kbi ts  sec Such  a  coder  has  appl icat ion In the 
swtched  te lephone  network  Encodlng  de lay IS an  Impor tant   cons lderat lon 
In  the  deslgn  of   speech  coding algorithms for use  as part   of   a  terrestr ia l  
common  car r ie r   ne twork   due  to   the   p rob lem  o f   d ls tu rb ing   echoes  genera ted  
at   the  hybr ld  Interface  between  two-wlre  and  four-wlre  l lnes Also, I t  I S  

Impor tan t   tha t   the   coder   ach leve  toll quallty  for  wlde  spread  acceptabll lty 
as par t   o f   the   swtched  te lephone  ne twork  

Tradl t lonal ly.   to l l   qual i ty  coders  have  been  waveform  coders  Among 
waveform  coders  are  the  commonly used log-PCM  coders.   and  the  more 
recent   ADPCM  cod lng   schemes  ADPCM  ach ieves   a   lower   t ransmlss lon  
rate  at   the  expense  of   Increased  complexl ty  ADPCM  schemes  employ 
an  adaptlve  predlctor  and  an  adaptlve  quantizer  matched to  the  short 
te rm  s ta t l s t l cs   o f   the   Input   speech.   The CCITT has  formally  approved  an 
ADPCM  codtng   a lgor l thm  tha t   p rov ldes   to l l   qua l l t y   speech  a t  32 kbltsysec. 
T h e  use of  backward  adaptat ion  schemes  for   the  predlctor  and  quant izer 
allows  for  very  low  encodlng  delay 

If the  encodlng  rate  of   the CCITT a lgor i thm I S  reduced  much  below 
32  kb l ts   set ,   the  qual l ty   produced  drops  o f f   s lgn i f lcant ly   Th ls   occurs 
because of   the  ln teract lon  between  the  predlc tor   update  a lgor i thm  and 
the  quantlzer  When  the  quantizer  nolse  increases,  the  performance of the  
predlc tor   (whlch I S  determined by the  reconstructed  samples)  drops,  fur ther 
lncreaslng  the  quant izat ion  noise  ef fects  Most  previous  at tempts  at   htgh 
qual l ty   coding  a t   ra tes  near  16 kbl ts  sec have  used  forward  adaptatlon  for 
the  predlc tor   However ,   th ls   s t ra tegy  tends  to   in t roduce  large  amounts  o f  
coding  delay.  

A  major   advance  towards  improv lng  the  per formance  o f   waveform 
coders  at low blt rates  comes  wl th  the use of mult ipath  t ree  search  algo- 
r l thrns  wi th  d i f ferent la l   waveform  coders.   A  character lst lc  of   d l f ferent la l  
coders I S  that   the  poss ib le   quantwed  output   sequences  are  ar ranged In the 
f o r m   o f   a  tree code .  The  quantizer  and  predictor  palr  essentlal ly  plays 
the  ro le  of   a  t ree  code  generator  Encodlng In conventlonal  schemes  pro- 
ceeds  by  a single path search of   th ls   code  t ree  to   f ind  the  best   output  
sequence  This  has  been  ldentl f led  as  belng  a  clear  shortcomlng  of  conven- 
t l ona l   DPCM  and   ADPCM  Much   can   be   ga lned   w l th   t he  use o f  delayed 
decwon  schemes  wh lch   employ   mu l t lpa th  searches to  make  more  ef f lc lent  
use of   the  t ree  code  The  delays  are  usual ly  of   the  order  of   a  few  samples,  
and  can  be  kept  wlthln  network  echo  delay  constralnts 

Tree  codlng  lnvo lves  two  bas lc  issues The  f l rs t  IS  the  cholce  of   an 
effective  code  tree.  and  the  second  Involves  the  cholce of a  search  algorl thm 
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t o  search  the  code  tree  for  the  output  sequence  that  best  matches  the 
input .   Mul t lpath  t ree  search ing  o f   codes  generated  by  a   f ixed  determin is t ic  
quantizer  and  a  f ixed  predlctor  was  f l rst  studled  by  Anderson  and  Bodle [I] .  
Jayant  and  Christensen [2] have  studled  the use o f   mu l t lpa th   search ing   o f  
a  code  generated  by  a  backward  adaptive  quantizer  and  a  f lxed  predictor 
Although  delayed  decislon  coding  in  the  above  studies  provldes  galns In 
terms  of   both  percelved  speech  qual l ty  and  measurable  s lgnal- to-noise  rat lo 
over  conventional  dlf ferential  encoders  at  a  rate  of 16 kb i ts lsec ,   the   ou tpu t  
speech  qual i ty  was  st i l l   reported  to  be  characterized  by  easi ly  percelved 
q u a n t ~ z a t ~ o n   n o s e   T h l s  1 5  due to   two   ma ln   sho r t comlngs .   F i r s t .   t he  
encodlng  a lgor i thm uses  f ixed  and  not  adaptlve  predict ion  Second,  the  tree 
code 1 5  a  determlnlst lc  t ree  code.  Much  can  be  gatned  wi th  the use o f  so- 
cal led  stochastic  tree  codes  as  wi l l   be  shown  later.  Mult lpath  tree  searching 
wlth  forward  adapt lve  predtct lon  has  been  studled  in [3]. [4] and [5].  
Unfortunately  forward  adaptat ion  of   the  predlctor  usual ly  entai ls  a  large 
amount   o f   encod lng   de lay   o f   the   o rder   o f  10-20 ms.  Recently  Gibson  and 
Haschke [6] have  studled  determlnlst lc  code  t rees  wi th  backward  adaptwe 
formant  synthesls  f i l ters.   but   wi thout a p i tch  loop 

The  scope  of   th ls  paper IS  as fol lows  First   a  general ized  predict ive 
coder IS  br ief ly  descr lbed  Thls  conf igurat lon  a l lows  the use of   a   f requency 
weighted  error  measure  Subsequent  sections  then  view  thls  coding  scheme 
In  the  more  general   t ree  coding  context   The  predictwe  codlng  scheme I S  

then   ex tended  to   the   mu l t lpa th  search  case with a  stochast ical ly  populated 
lnnovat lons  t ree.   Mult ipath  searching IS  done  wl th   the (.if, Lj  a lgor i thm 
[7] Both  object ive  and  subject ive  test   resul ts  of   the  codlng  algor l thm 
are  presented  Thls  paper  presents  the  f inal  coder  configuration  used  for 
performance  evaluat lon  and  can  only  h int   at   the  exper imentat lon  that   was 
used to   ar r ive  a t   th ls   conf lgurat ion.  

2. Generalized  Predictive  Coder 
The  block  d lagram  of   a  general ized  predlct ive  coder  wi th  a  short-  

t e r m  or formant   predlc tor  I S  shown  In  Flg 1 [8]. This   conf igurat ion  a l lows 
for   adapt lve  ad justment   o f   the  no lse  spect rum In relat ion  to  the  speech 
spec t rum  The  fo rmant   p red ic to r  F ( z )  acts on short-term  redundancies In 
the  input  speech  slgnal  whlle  the  quantlzatlon  noise  is  shaped by lV(z),  

P 

, r l  ,=1 

Ftg 1 also  Includes  a  pltch  predlctor  The use of   p l tch  predic t ion IS 

mot lva ted  by the  fact   that   volced  speech  segments  exhibl t   conslderable 
slmllarl ty  between  adjacent  pltch  periods.  In  this  work,  a  3-tap  pitch 
predlctor is used.   hav lng  the  system  funct ion  o f  

where M p  i s   the  p l tch  per lod In samples.  

struct lon  error I S  given  by 
For the  conf lgurat ion  shown In t h e   F i g  1, the  spectrum of the  recon- 

S ( z )  - S ( z )  = ~ _ _  
1 - P ( z j  1 - f ( 2 )  

Q ( z j  1 - .V(Z) 

where  the  quant lzat lon  er ror  IS  given  by Q ( z )  With  the  usual   assumpt lons 
of   uncorre la ted  quant lzat lon nolse. the  quant lzat lon  er ror  has  a  f lat   power 
spectral   densl ty.   The  shape  of   the  reconstruct lon  error  spectrum  can  be 
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cont ro l led  by choos ing  . \ l 2 )  appropr latel)  I t  IS  usual t c  , h g  use \ I 

as a bandwdth   expanded  vers lon  of F(:] , e  . \ ' : I  i 1 .  !uhcrc 
0 .. /I -. 1 The value of p 1 5  usuall!  chosen t o  tt b e t i  , F F P  SJ 7 C  d n c  

0 9 Such a va lue   o f  p has  the  ef lect of  decreasing  tbF ~ G # S +  Do\!et In t h e  

va l leys   ( reg ions   be t iwen  the   fo rmants !   o f   the   speech  spec : *a   en ie lope 
and  increasing  the  noise  power i n  the   fo rmant   reg ions  ,!,:her? i t  I S  lmor- 

to lerable) 

2 1 Forman t   F l l t e r   Adap ta t i on  

The   upda te   a lgo r i t hm  used  for the   f o rman t   p red ic to r   I n  thss !vork I S  the  
adap t i ve   l a t t i ce   a lgo r l t hm (51 The  predic t ion  er ror   f l l ter  1 F ' I - 1  can be 
formulated  as a la t t lce  f i l ter   as  shown  In  Fig 2 The  re f lect ion  coef f lc lents  
K, are  al lowed t o  vary w t h  t i m e   t o   t r a c k   t h e   m o d e s   o f   s t a t l o n a r l t y   o f   t h e  
Input  e j n )  The  re f lect lon  coef f lc lents  K, are  therefore a f u n c t i o n   o f  t ime 
n .  and   shown explicitly by writing h-,(nj m = 1. 2 . .  . . P T h e   u p d a t e  
m e t h o d  15 b a s e d   o n   t h e   n l ~ n i m ~ z a t ~ o n   o f  a welghted  error of t h e   f o r m  

too f inel!   tuned t o  the analysis i r a m e   S o m e   o f   t h e   a d v e r s e   e f f e c t s   o f  
backtvard  p i tch  prcdtct :u  adaptat ion  can  be  tempered  by softening '  t h e  
p i tch  predic tor  i o n ,  cptual l \ ,   th is IS  ach ieved  by   add ing   uncor re la ted   wh l te  

noise t o   t h e   I n p u t  t o  the   p i tch   p red ic to r   and uslng th ls   per turbed  s lgnal  
t o  solve fo r   the   p i tch   lag   and  p i tch   p red ic to r   coe f f i c ien ts   Th is   approach 
I S  Imp lemented by add ing  a no ise   te rm  to   the   d lagona l   e lements  of t h e  
corre la t ion  matr ix  + - t h e  diagonal   e lements o ( 7 . t )  of t h e   m a t r i x  B are 

replaced  by ( 1  - o ) o I t .  1 )  where n 1 5  a smal l   fac to r  

3.  Tree  Codes 
Convent lonal   d l f ferent la l   encoders  such  as  the  genera i lzed  predic t ive 

coder  descr ibed  above  can be wewed  In  a more  general   set t ing  as so- 
ca l led  t ree  codlng  a lgor i thms  These  t ree  codes  can  be  c lass i f ied  In to  

two   ca tegor les .  delermznzstic a n d  stochast ic  t ree  codes  The  t ree  codes 
associated  {wth  convent lonal   waveform  coders  such  as PCM and ADPCM 
are  examples  of   determlntst lc  t ree  codes Wlth dl f ferent la l   encoders.  I t  

I S  useful t o   m a k e  a d ls t lnc t lon   be tween  the  innocations code tree which  
represents  the  quantlzed  resldual  slgnal  and  the reconstruction  code t ree  
\ghlch  represents the recons t ruc t i on   ou tpu t   s igna l   The   recons t ruc t i on   code  
t r e e  IS ob ta ined by passing  each  of   the  quant ized  resldual   sequences  of  
the   mnovat lons   code  t ree   th rough  the   syn thes is   f l l te r   The  nodes   o f   the  

and u ( n )  I S  a causa l   i v l ndow  func t i on   M ln lm iz lng  €,,,in) w t h  respect t o  
A,(n)  y ie lds  the  update K,(n - 1 ) .  

recons t ruc t ion   code  t ree   a re   then  popu la ted   w i th   the   ou tpu t   va lues  of  
the  f i l ter  W!,th a backward  adapt ive  synthes ls   f i l ter .   the  reconst ruct ion 
code  t ree I S  comp le te l y   spec l f l ed   by   t he   f i l t e r   (upda te   a lgo r i t hm  and   I n i t i a l  

A slmple  one-pole or exponential  windo\$,  given  by 

c o n d l t l o n s l   a n d   t h e  Innovations code  t ree.   The  encoder   conf lgurat lon  In  

FIg 1 re f lec ts   the  use o f  a f requency   we lgh ted   e r ro r   measure   In   search ing  
through  the  code  t ree 

In a determlnlst tc  t ree,   each  quant lzed  resldual   sample  can  take  on 
one o f  2 R  values  where R IS  t he   number   o f   b i t s   pe r   samp le   used   t o   encode  
the  Input  Stochast ic  t rees  are  r icher  In  that   they  a l low  more  general i ty 
in  popu la t i ng   t he   I nnova t ions   t ree .   The   app roach   t aken   he re   t o   ob ta in  
good  codes  for   speech  s ignals 1s t o   c a p t u r e   t h e   l o n g   t e r m   s t a t l s t l c s   o f  
formant   and  p i tch  predic ted  res ldual   s ignals   In  a s tochast lca l ly   populated 
Innovat ions   t ree   The  essent la l   p i tch   and  fo rmant   s t ruc tu re  IS then  Inser ted 

('1 by  passing t h e  lnnovat lons  sequence  through  backward  adapt ive  p l tch  and 

I S  used  IT^ t he   f ina l   con f igura t ion   The  update   equat ions   fo r  C m ( n )  and 
D,,,(n] are t h e n  gi\'en by 

c ' p t ( r l j  ;c',,.i71 l i  - f , - l i n ) b m - l ( n  - 1i 

D,(n]  :3Dm!n - l j  - fi,- , i n )  - b K _ , ( n  -- 1) 

The   va lue   o f  3 1 5  chosen to be 0 586 Adap ta t i on   o f   t he   f o rman t   f l l t e r  I S  

done  using  the  reconstructed  speech  samples. 

f lc ients  for  use In   the  f i l ter ing  operat ions 

2 2 Pi t ch   F i l t e r   Adap ta t i on  

IF )  

The  resu l t ing   re f lec t lon   coe f fments   a re   conver ted  to d i rec t   fo rm  coe i -  

A d a p t a t i o n  o f  the   p i tch   p red lc to r   requ l res   bo th   the   p l tch   lag   and  p i tch  
coeff ic ients to be   updated   Convent lona l l y ,   p i tch   p red ic t ion  uses fo rward  
adapta t ion   In   th ls   i vork .   we  dewate   f rom  th is   p rac t ice   and  employ  a 
backvdard  adapt ive  p i tch  f i l ter   Mln lmlz ing  the  mean  square error over 

a f rame of  length  .I- samples  resul ts  In  the  fo l lowng system of l lnear 
equat ions.  

\ .? \ 

C r ( n ) r ( n - . \ / c - ? - l I =  S . i ? Z r ( n - . ~ ~ ~ - 2 - ~ ) r ( n - . 2 1 , - ? - j )  
7 

71 2 1 , - 1  r.=1 

for  = 1 .  2 .  and :3 This   In   tu rn   can   be   wr i t ten   compact ly   In   mat r i x  form 

as $ B  : n idhere $ I S  the 3 by 3 cor re la t lon   mat r lx   In  a backward  adap-  
tation  scheme  the  sequence r ( n 1  i vou ld   cor respond  to   the   pas t   quant ized  
formant   resfdual   s ignal  

[ g )  

In   operat ion  f l rs t   an  est lmate of the   p l tch   per iod  .VI I S  ob ta lned 
uslng t h e  method  descr ibed  In  [ l o ]  then  Eq.  (5) IS used t o   o b t a l n   t h e  set 

o f   predic tor   coef i lc ients  3, 
I f   the   p i tch   p red ic to r  I S  backward  adapted  the  f rame  over   which  the 

mean  square  predlct lon  error 15 mln lmlzed  does  not   correspond t o  t h e   f r a m e  
over  wh ich   t he   p i t ch   p red ic to r  IS appl ied  Whi le  th is  scheme  works  wel l  I P  

segmen ts   uhe re   t he   l ag  I S  re la t ive ly   constant .  It does  not   per form a5 w e l l  
i n   t rans l t lon   reg ions   Th is  I S  because  the  p i tch  lag  and  coef f icwnts  are 

formant  synthesls  f i l ters 

Each  node  in  t h e  s tochast ic   Innovat ions  t ree 1 5  assoc iated  wl th  a 
un lque   pa th   map  or branch  number  sequence from t h e   r o o t  up t o   t h a t  
par t icu lar   node  The .I most   recen t   b i t s   o f   t he   pa th   map   a re   used   as   an  
index   In to  a d ic t ionary  conta in ing 2' va lues .   The   node   takes   on   t he   va lue  
f r o m  t h e  dictionary associated  vdl th  that   Index,  af ter   mult ip l lcat lon  by a 
ga ln   fac to r  For proper   decoding  o f   the  quant ized  res ldual   sequence  a t   the 
receiver  identical  copies of  the   d i c t i ona ry   mus t   be   ava l l ab le   t o   bo th   t he  
t ransmit ter   and  the  receiver 

T h e  gain  adaptat ion 15 achleved  as  fol lows The d lc t lonary  va lue 
assigned ! G  a node IS mu l t lp l ted   by   the   node  ga in  G t o  y ie ld   an  Innovat ions 
sample e The  node  ga in  IS t h e n   u p d a t e d   a c c o r d l n g   t o  

( ? - ? C ~ - ( l - 6 ) e ~ .  O < E < 1 ,  (10) 

\,here G IS the  net',! ga ln   va lue .   and 0 I S  a pa ramete r   t ha t   con t ro l s   t he  
e f fec t i ve   memory   o f   t he   ga ln   upda te  

3 1 Mul t i -pa th   Search   A lgor l thm 

T h e  ( M L )  a lgor i thm  was  used  to   search  the  code  t ree  The [.if, L )  
a l g o r l t h m  IS  cont ro l led  by  two  parameters,  .21 a n d  L T h e   m a x l m u m  
number   o f   pa ths   kep t   In   con ten t lon   a t   any   s tage 15 a t   m o s t  -21 T h e   l e n g t h  
o f  these  paths I S  equal to L Each   o f   t he   saved   pa ths  IS f i rs t   extended 
t o   t h e   n o d e s   c o r r e s p o n d i n g   t o   t h e   n e x t   s a m p l l n g   I n s t a n t   T h e   c u m u l a t i v e  
errors for each of   the  paths  are  then  ca lcu lated.   and  the  extended  path 
\d l th  the  lowest  error I S  ldent l f led  Thls   lowest   er ror   path wII e x t e n d   f r o m  
a node L t lme  samples   back .   The  b ranch  number   fo r   th is   node IS  then 
t ransmi t ted   Th l r   co r responds   t o   an   i nc remen ta l   mode  of opera t lon   where  
each  search  Involv ing  sequences  of   length L - I 1 5  fol lowed  by  the  release 
o f   one   b ranch   number   On ly   va l i d   pa ths   t ha t   ex tend   f rom  the   chosen   node  
1. t lme   samp les   back   a re   I n   con ten t l on   t he   o the rs   a re   e l lm lna ted   Among  
the   va l id   pa ths   a t   most  .I! lowest  error  paths  are  kept  and  saved  for  the 
next  stage 
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4 .  Encoding Algorithm 
The  d ic t ionary  for   the  Innovat tons  t ree  \$ 'as  pcpulated  wl th   4096 

samples  f rom  a  Laplac lan  pseudo-random  number  generator   and  a  ,value 
o f  0 86 was  used  for   the  parameter 6 .  used i n  the   ga ln   adapta t ion  Vue 
WIII f i rst   consider  the  case  where  only  a  formant  svnthesls  t l l ter  I S  used 
The   f i l t e r  F ( z )  a l o n g   e a c h   p a t h  IS updated   a t   each  t lme  Ins tan t   us lng  
the   backward   adap t l ve   a lgo r i t hm  desc r ibed   I f   t he re  I S  no  delay ~n the  
update ,   the   fo rmant   f l l te r  F i t )  WIII evolve  d l f ferent ly  a long  dl f ferenl   paths 
o f   t he   t ree   P roceed lng   a long   d l f f e ren t   pa ra l l e l   pa ths   o f   t he   code   t ree  W I I  

therefore  Involve  a  separate  update of the   fo rmant   f l l te r   a long  each  pa th  
By  explo l t ing  the  fact   that   a l l   saved  paths  s tem  f rom  a  s tng le  re leased 
node L t ime   samp les   back .   t he   compu ta t tona l   comp lex l t y  of the   encod ing  
scheme  can  be  reduced If the   fo rmant   f i l te rs   a re   updated   w l th   a   de lay   o f  
L samples,   the  f i l ters  for   each  of   the  saved  paths  evolve  tn  an  ident ical   way 
Al l  the  saved  paths  are  therefore  assoc lated  wt th   a   s ing le  f l l ter   which  evolves 
vla  a  delay of L samples  Fur thermore,   for   the  exponent la l   adapt lve  la t t lce 
wtndow  exper iments  sho\v   that   the  predlc t lon  gatn  actua l ly   increases w t h  
lnc reas lng   update   de lays   (up  to delays o f  8 samples)   and  then  leve ls   o f f  

Wlth t h e  Inclusion o f  a   p l tch  synthes ls   f l l ter   the  encoder   and  decoder  
conf lgura t lons  o f  F I ~  1 are  used  a long  each  path  o f   the  t ree  The  p t tch 
predtctor IS  updated  uslng  the  past  released  quanttzed  restdual  samples I e  
us tng   t he   ou tpu t  of the  p i tch  synthes ls   f l l ter   The  p i tch  f l l ter  I S  u p d a t e d  
every 20 samples  ?he  pttch  lags are constralned t o  l ie  between 20 a n d  
1 2 0   s a m p l e s .   a n d   a   f r a m e   l e n g t h   o f  100 samples  is  used  tn  solvlng  for  the 
p l tch  predlc tor   coef f tc lents  

5. Objective Test  Results 
The  encod ing   a lgor l thm  was  s lmu la ted  on a   V A X  8600 computer   us lng 

FORTRAN All ar l thmettc  operat lons  were  carr ied out uslng floating p o i n t  
a r l t h m e t l c .   T h e   v a l u e   o f  L IS  f i xed   a t  8 

The  ob ject lve  resul ts   us lng  on ly   a   formant   synthests   f i l ter   are  presented 
f t rs t .   An   e lgh th   o rder   fo rmant   f t l te r   was   used  The  p lo t   tn  Flg 3  shows  the 
segSNR  values  versus .if for  a  part icular  sentence. w t h  a  stochast lcal ly 
populated  innovat lons  t ree  The  segSNR IS  the  average  o f   the  dec ibe l  
values o f   t h e  SNR calcu lated  for  16 ms  blocks  The  segSNR  value  Increases 
rap ld ly   w l th  .V at   f l rs t ,   and  then  f tna l ly   saturates  wl th  M t o   a n   a l m o s t  
constant  value  Other  sentences  show  a  very  s lml lar   behavlour 

Flgure  3  a lso  shows  the  performance irtth .M wlth  a   determtn ls t lc  
Innovations t ree   The  under ly lng  4 level   quant l rer   was  made  adapt lve 
using  a  Jayant  step  slze  update 1111 (multiplier va lues  o f  0 9 and 1 6 )  
The  resu l ts   show  tha t   w t th   the   de termln is t l c   t ree   the  (.if, L ]  a lgor t thm 
achleves  a  performance s1mIlar t o   t ha t   f o r   a   f u l l   sea rch   (V l te rb l   a lgo r l t hm)  
[ 6 ]  Compar ing   the   de termln ls t l c   code  wt th   the   s tochas t ic   code  b r lngc  
ou t   some  In te res t ing   po tn ts  F l rs t .  sa tu ra t ion   w l th  .\I occurs   a t   a   much  
lower   va lue  o f  .\! wi th   a   determin ls t tc   t ree  than Y J l t h  a  stochastlc  tree 
T h l s  I S  in   keeplng  wt th   the  v iew  that   good  codes  requtre  a   larger   va lue 
o f  .\I to   f lnd   the i r   be t te r   pa ths   Second,   the   segSNR  va lue   fo r  .If = 1 
wlth  a  determtnlst lc  t ree I S  l a rger   than  tha t   ob ta ined  w l th   a   s tochas t lc  
t ree   The  s tochas t lc   code  per fo rms  we l l   w i th   a   mu l t lpa th   search ,   bu t   g lves  
very  poor   per formance  wi th   a   s ing le  path  search  The  segSNR  va lue.   once 
saturation w i t h  .if I S  at ta lned I S  hlgher   wi th   a   s tochast tc   t ree  than  wl th   a  
determlnlst lc  t ree  Subject ive  performance IS  also  bet ter   wt th   a   s tochast lc  
t ree.   for   large  enough  va lues  o f  .tf The  resu l ts   Ind ica te   tha t   the   cho ice  
o f   the   code  t ree   and  the   search   a lgor t thm  a re   by   no   means  Independent  
design  Issues 

T h e   o b ~ e c t ~ v e   p e r f o r m a n c e   w l t h   t h e  Inclusion of   a   p l tch  synthes ls  
f i l ter   was  Invest igated  In  solv lng  for   the  p i tch  predictor coefficients the  
dtagonal   e lements  o f   the  corre la t lon  matr lx   were  per turbed  us lng  a   va lue 
o f  a = 0.01 F lgure   4   shows  a   p lo t   o f   segSNR  versus   t lme.   bo th   wt th   and 
w t t h o u t   t h e  Inclusion of   a   p i tch  synthes ls   f l l ter   Note  that   an  Increase  In  
s e g S N R   o f   a b o u t  2-10 dB 15 at tatned  dur lng  the  volced  segments  ?he 
segSNR  remalns  about   the  same  dur lng  unvoiced  segments 

6. Subjective  Test.  Results 
A  sublect ive  test   o f   the  coder   was  carr ied  out   by conducting a  pref- 

erence  test   between  t ree  coded  ut terances  and  log-PCfd  coded  ut terances 
of var ious bit rates  The  l ls teners  conslsted  of   most ly  nawe  l ls teners '  
(s tudents   work ing  In  areas other  than  speech  codlng)  and  a  few  t ratned 
l ts teners  ( those  work ing In t h e  speech  codlng  area) The 'nalve  l lsteners 
were  more  lncl lned  towards  t l le  t ree  coded  speech  than  t ra ined  l ls teners 

T h t  following parameter5  \$ere  used  for  the  !ree  coded  sentences a 3 t a p  
p i tch  predic tor  w t h  notse  per turbat ton  adaptat lon , o - 0 (11 1 an  8  tap 
f o r m a n t  predictor uslng a  one-pole  error  windo\\  1.: 0 9e6j nolse  shap- 
l n g  I V  = 1 )  kS; and  t ree  search ing  wt th  .if = 16 and L ~ 8 The  t ree  
coded  sentences  were  compared  wl th  5 6 7 and  8  blt s a m p l e   l o g - P C M  
coded  sentences  The  subject ive  test   presented  patrs  of   sentences  a  t ree 
coded  vers lon  and  a   log-PCM  verston.   wl th   both  order lngs  represented 
The  vartous  test   palrs  were  randomly  ordered  In  the  presentat ion  Resul ts 
o f   the  subject lve  tests   are  shown  In  Flg 5 The  vert lcal   axis  shows  tne 
f rac t ion  of t imes  that   the  t ree  coded  sentences  were  prefer red  over   the 
cor respondtng   log-PCM  coded  sentences  For example,   t ree  coded sen- 
tences  were  preferred  over 5 b i ts   sample  log-PCM  coded  sentences  every 
t ime   The   equa l   p re fe rence   po ln t  is ach leved  a t   about   7  btt sample  log- 
PCM One  can  therefore  conc lude  that   the  t ree  codlng  scheme  achieves  a  
level o f  subjective qua l l t y   equa l   t o  7 bl t  ' s a m p l e   l o g - P C M  

In fo rma l   l i s ten ing   t es ts   l nd l ca te   t ha t   t he   add l t i on   o f   t he   p t t ch   f i l t e r ,  
whl le   not   generat ing  a   substant la l   overa l l   tmprovement   in   qual l ty .  I S  ben- 
ef lc la l   In   cer ta ln   cructa l   segments  o f   the  test   u t terances  Subsequent  to 
the   fo rmal   subJec t lve   tes ts   an   adapt lve   pos t f l l te r  [12] was   added   to   t he  
system  This   adapt lve  post f l l ter   he lps In a   sma l l   way   t o   f u r the r   Improve  
the   qua l l t y   o f   the   recons t ruc ted   speech 

7.  Summary 
A code  t ree  generated  by  a   s tochast lca l ly   populated  lnnovat lons  t ree 

wl th   a   backward  adapt lve  ga in  and  backward  adapt lve  synthes ls   f i l ters   were 
consldered  The  code  t ree  was  searched  us lng  the  mul t ipath ( M  L )  search 
a l g o r i t h m  For large  values o f  .&I. the   s tochas t lc   code  t ree   was   found  to  
g ive  bet ter   per formance  than  the  determln ls t lc   t ree both oblect lvely  and 
sub jec t tve ly   The  add l t ton  of the  p l tch  f l l ter   g ives 2-10 dB Increase In 

segSNR  In  the  voiced  segments  Subject lve  test tng has shown  tha t   t he  
coder   a t ta ins   a   sub jec t i ve   qua l l t y   equ lva len t   t o   7   b l t s   samp le   l og -PCM.  
w t h  an  encodlng  de lay  o f  8 samples (1  ms w l t h   a n  8 kHz sampl lng   ra te )  
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Flg 4 Segmental  SNR wl th   p l tch  predlc t ion.   The  dashed 

curve  shows  the  segSNR  wi thout  p i tch  predict ion,  
whl le  the  sol id  curve  shows  the  segSNR  wi th  p i tch 

predlct lon 
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B i t s / s a m p l e  log-PCM 
Fig 5 Subjective  preference  curve (16 kb1ts:sec  coder 

compared to log-PCM) 
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FIg. 3 Per fo rmance  w i th  M for the  s tochast ic  t ree  (shown 

by the  f l l led  squares)  and  determlnstlc  tree  (shown 
by  the  unfi l led  squares). 
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