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Joint Optimization of Linear Predictors in Speech 
Coders 

PETER KABAL, MEMBER, IEEE, AND RAVI P. RAMACHANDRAN 

Abstract-Low bit rate speech coders often employ both formant and 
pitch predictors to remove near-sample and distant-sample redundan- 
cies in the speech signal. The coefficients of these predictors are usually 
determined for one prediction filter and then for the other (a sequential 
solution). This paper deals with formant and pitch predictors which 
are jointly optimized. The first configuration considered is a combi- 
nation prediction error filter (in either a transversal or a lattice form) 
that performs the functions of both a formant and a pitch filter. Al- 
though a transversal combination filter outperforms the conventional 
F-P (formant followed by pitch) sequential solution, the combination 
filter exhibits a high incidence of nonminimum phase filters. For an 
F-P cascade connection, combined solutions and iterated sequential so- 
lutions are found. They yield higher prediction gains than the conven- 
tional F-P sequential solution. Furthermore, a practical implementa- 
tion of the iterated sequential solution is developed such that both the 
formant and pitch filters are minimum phase. This implementation 
leads to decoded speech of higher perceptual quality than the conven- 
tional sequential solution. 

low bit rate predictive coding of speech, two nonre- 
cursive prediction error filters are often used to process I" 

the input signal before coding. The prediction operations 
are motivated by the fact that the input speech exhibits a 
high degree of intersample correlation. These correlations 
occur between adjacent samples (near-sample redun- 
dancy) and for voiced speech, between samples separated 
by the pitch period (far-sample redundancy). Near-sample 
redundancies can be attributed to the filtering action of the 
vocal tract. The resonances of the vocal tract correspond 
to the formant frequencies in speech. Far-sample redun- 
dancies can be attributed to the pitch excitation of voiced 
speech. Two filters, the formant and pitch predictors, are 
used to remove the near-sample and far-sample redundan- 
cies, respectively. The resulting prediction residual signal 
is of smaller amplitude and can be coded more efficiently 
than the original speech waveform. The predictor coeffi- 
cients are adapted by updating them at fixed intervals to 
follow the time-varying correlation of the speech signal. 
An example of a system which uses the two predictor ar- 
rangement is an Adaptive Predictive Coder (APC). 
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In conventional APC, the predictors are placed in a 
feedback loop around the quantizer. The quantization oc- 
curs sample-by-sample. With this configuration, it can be 
shown that the quantization noise is not only the differ- 
ence between the residual and its quantized value but also 
the difference between the original speech signal and its 
reconstructed value. The perceptual distortion of the out- 
put speech can be reduced by adding a noise shaping filter 
which redistributes the quantization noise spectrum 111, 
[2]. The noise shaping filter increases the noise energy in 
the formant regions but decreases the noise power at fre- 
quencies in which the energy level is low. Its system 
function is often chosen to be a bandwidth expanded ver- 
sion of the transfer function of the formant predictor. 

An alternate APC configuration places the predictors in 
an open-loop format and includes a noise shaping filter 
[3] as depicted in Fig. 1. The quantization is again ac- 
complished sample-by-sample. Code-Excited Linear Pre- 
diction (CELP) [4] combines an open-loop arrangement 
for the predictors with vector quantization. Vector quan- 
tization is implemented by searching a given repertoire of 
waveforms for a candidate waveform that best represents 
the residual in a weighted mean-square sense. The 
weighting is employed to accomplish noise shaping. 

The synthesis phase is similar in APC and CELP. In 
both cases, an excitation signal (the coded residual or the 
selected codeword after scaling) is passed through a pitch 
synthesis and a formant synthesis filter to produce the de- 
coded speech. The synthesis operation can be viewed in 
the frequency domain as first inserting the periodic struc- 
ture due to pitch and then inserting the spectral envelope 
(formant structure). 

A previous paper has considered the cascade connec- 
tion of a formant and pitch predictor 151. In that paper, 
the coefficients were determined using a conventional se- 
quential approach. For a sequential solution, the coeffi- 
cients of the first predictor are determined from the input 
speech, and the coefficients of the second predictor are 
determined from the intermediate residual formed by the 
filtering action of the first predictor. The objective of this 
paper is to consider combination configurations and joint 
solutions for the formant and pitch filter coefficients. We 
present new algorithms for the joint optimization which 
give improved performance over standard techniques. The 
minimum phase property of the filters is also considered. 
A minimum phase prediction error filter at the analysis 
phase guarantees a stable synthesis filter. This is a signif- 

0096-35 l8/89/O5OO-O642$Ol .OO O 1989 IEEE 



KABAL A N D  RAMACHANDRAN: JOINT OPTIMIZATION OF LINEAR PREDICTORS 

Fig. 1 .  Block diagram of an APC coder with noise feedback. (a) Analysis 
phase. (b) Synthesis phase. 

icant issue since, if the synthesis filters are unstable, the 
quantization noise is accentuated and causes undesirable 
perceptual distortion in the output speech [6]. The final 
configuration considered constrains the solutions to be 
minimum phase. In addition, that system uses a simplified 
method to choose an appropriate pitch lag. This practical 
approach retains the gains due to joint optimization and 
gives real improvements in speech quality in a coding en- 
vironment. 

Fig. 2 shows a general analysis model for a linear pre- 
dictor with arbitrary delays M k .  Windows are applied to 
both the input and error signals. The aim of the analysis 

2 is to minimize the squared error sum E* = E:= -, e , ( n ) .  
This leads to a linear system of equations [ 5 ]  which can 
be written in matrix form (iPc = a )  as 

where the correlation entries are given by 
m 

+ ( i , j )  = C wT;(n)xw(n - i)x,.(n - j ) .  (2) 
n =  - m  

Applying a window only to the input signal results in the 
autocorrelation method. The covariance formulation re- 
sults when only the error signal e ( n )  is windowed. Note 
that the autocorrelation method is not suitable for predic- 
tors with delays which are an appreciable fraction of the 
frame size [ S ] .  Indeed, the autocorrelation method does 
not even guarantee minimum phase filters for general de- 
lays. These considerations rule out the use of the auto- 
correlation method for pitch analysis. 

Fig. 2.  Analysis model for linear predictors 

The general linear predictor described above subsumes 
both formant and pitch predictors. A formant predictor 
F ( z )  has continuous support in that prediction is based on 
Nf previous samples (usually 8 I Nf I 16), 

For this case, the autocorrelation method guarantees that 
1 - F ( z )  is minimum phase [7]. Although the covariance 
method does not necessarily give a minimum phase so- 
lution, an alternative approach called the modified co- 
variance method is based on residual energy ratios [ l ] ,  
[8] and assures minimum phase. 

The pitch predictor has a small number of taps, N,. The 
delays associated with these taps are bunched around a 
value which corresponds to the estimated pitch period in 
samples. Its system function is 

PI z - ~  1 tap 

flyM + P * Z - ( ~ + I )  2 taps 

~ ~ z - ~  + /3*zP"+I) + P ~ z - ( ~ + ~ )  3 taps. 

The pitch lag M is usually updated along with the coeffi- 
cients. Methods to choose the pitch lag are discussed in 
[ S ] .  The formant and pitch synthesis filters have transfer 
functions HF(z) = 1 / (1  - F ( z ) )  and HP(z )  = 1 / ( 1  - 
P ( z ) ) ,  respectively. 

Conventionally, the formant and pitch predictors are 
connected in cascade. Furthermore, the determination of 
the predictor coefficients proceeds in two steps. The coef- 
ficients of the first predictor are chosen to minimize the 
energy of the intermediate residual signal. The filter coef- 
ficients so determined are then used to form the interme- 
diate residual signal. The coefficients of the second pre- 
dictor are computed with the aim of minimizing the energy 
of the final residual signal given the intermediate residual 
as the input signal. The predictors may be cascaded in 
either order. The sequential solution gives different sets 
of formant and pitch coefficients for the two orderings. In 
addition, the fact that the filters are time varying affects 
the initial conditions at frame boundaries. Hence, the dif- 
ferent orderings of the predictors lead to different output 
residuals. Experiments show that having the formant filter 
precede the pitch filter (F-P cascade) renders a higher pre- 
diction gain than the reverse ordering (P-F arrangement) 
[ S ] .  The upcoming experimental results are based on pre- 
diction gain as the performance measure. The prediction 
gain is the average energy of the input signal to the pre- 
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dictor divided by the average energy of the prediction er- 
ror. The prediction gain is an appropriate measure since 
it assesses the extent to which redundancies are removed 
by the predictor. 

Joint optimization of the formant and pitch predictors 
is accomplished in two different ways. First, the two pre- 
dictors are combined into a single combination filter. Sec- 
ond, the predictors are connected as an F-P cascade with 
jointly optimized coefficients. 

A .  Cornbination Implementation 

One method of achieving joint optimization is in a com- 
bination implementation in which the formant and pitch 
predictors are connected in parallel. The filter has two sets 
of grouped delays corresponding to its formant and pitch 
portions. The first group of delays ranges from 1 to Nf, 
while the second group ranges from M to M + N, - 1. 
This combined filter can be viewed as a single prediction 
error filter 1 - F ( z )  - P ( z )  that processes the speech 
signal. A combination implementation results in a predic- 
tion error filter that has a different impulse response than 
the overall prediction error filter arising from a cascade 
connection. The overall impulse response of the combi- 
nation filter has fewer nonzero coefficients (Nf + N, + 1 
for transversal implementation ) than the cascade connec- 
tion (2Nf + N, + l ) ,  although both have only Nf + N, 
degrees of freedom. A lattice implementation for a com- 
bination filter is also considered. 

In a combination implementation, the coefficients of the 
transversal filter 1 - F ( z )  - P ( z )  are determined by 
placing a rectangular window on the error signal and using 
the system of equations given in (1) (covariance method). 
The coefficient vector c is given by cT = [ a l ,  . . , 
a,, , P I ,  . . , ON,,]. An inherent advantage of this config- 
uration is that the formant and pitch predictor coefficients 
are jointly optimized. However, the combination formu- 
lation involves solving a larger system of equations (Nf 
+ N, by Nf + N,) than if the conventional sequential 
optimization is used. Given a covariance analysis, the 
main disadvantage is that even the formant part of the 
synthesis filter can be unstable. Although methods are 
available to obtain stable formant and pitch synthesis fil- 
ters individually, the corresponding combination synthe- 
sis filter is not easily stabilizable. 

A general all-zero lattice filter is shown in Fig. 3. A 
lattice structured combination filter can be obtained by 
using the Burg method to compute the reflection coeffi- 
cients [9]. The Burg method guarantees a minimum phase 
solution. In the Burg method, the error criterion to be 
minimized is the sum of the squares of the forward and 
backward residuals [ f ,  (n  ) and b, ( n  ) ]  at a particular lat- 
tice stage. This error term is minimized stage by stage. 
For a combination filter, the first Nf stages have nonzero 
reflection coefficients. These are followed by stages with 
zero-valued reflection coefficients until the Mth stage. The 

Fig. 3 .  All-zero lattice filter. 

next N, stages correspond to the pitch part of the filter. 
Note that as in the cascade connection, the determination 
of the reflection coefficients in the lattice form proceeds 
sequentially-the derivation of the coefficients of the for- 
mant stages does not take into account the later pitch 
stages. However, the pitch coefficients do take the pre- 
ceding formant stages into account. 

Care must be exercised in a lattice implementation to 
avoid problems when the pitch lag changes. As the pitch 
lag changes, the pitch stages change location. For some 
of the stages, the reflection coefficients change suddenly 
from a nonzero value to a zero value and vice versa. If 
the pitch lag increases from one frame to another, the 
backward residual in the lattice (the signals b i ( n )  in Fig. 
3) entering the pitch stages will have been filtered by the 
old pitch coefficients. This can have a detrimental effect 
on the performance for filters with pitch taps.' The rem- 
edy is to reset, at each frame boundary, the portion of the 
backward residual after the formant part of the combina- 
tion lattice filter to delayed versions of the formant pre- 
dicted backward residual. This is similar to the remedy 
used for a lattice pitch filter in 151. 

B. Jointly Optimized Cascade Connection 

Previous implementations using pitch filters have em- 
ployed a sequential optimization of the formant and pitch 
predictors in a cascade connection. Specifically, the for- 
mant filter coefficients have been chosen to minimize the 
intermediate residual signal. This intermediate residual 
will still have pitch pulses present. The mean-square cri- 
terion penalizes the solution for the presence of these rel- 
atively high amplitude pulses in the residual. A jointly 
optimized solution minimizes the mean-square error in the 
final residual which results after both formant and pitch 
filtering. This formulation allows the formant filter to ig- 
nore pitch pulses in the intermediate residual which will 
be subsequently removed by the pitch filter. 

1) One-Shot Combined Optimization: Under some cir- 
cumstances, a one-shot combined optimization approach 
to developing an optimal F-P cascade is possible. The one- 
shot approach involves solving a linear system of equa- 
tions and requires no iterations. Consider a frame of sam- 
ples from n = 0 to n = N - 1. The inputs are the original 
speech samples s ( n  - l ) ,  . . , s ( n - NJ) and samples 
of the formant predicted residual d ( n  - M ), . . . , d ( n  
- M - N, + 1 ). The analysis essentially decouples the 
pitch filter from the output of the formant filter as depicted 

'For formant filters, the same stages are involved in the filtering for each 
analysis frame. Also, the changes in the reflection coefficients will tend to 
be less abrupt than those for the pitch stages. 
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in Fig. 4. To ensure that samples of the formant predicted 
residual are available beforehand for the analysis, they 
must depend only on coefficients from previous frames. 
This imposes the constraint that the pitch lag M be at least 
as large as the frame length N. The need to have the value 
of M at least as large as the frame length is a major lim- 
itation to the usefulness of this technique. In addition, the 
requirement that the intermediate residual signal be avail- 
able beforehand means that the one-shot combined opti- 
mization is not possible for a P-F cascade. 

For the one-shot combined optimization, the windowed 
mean-square error is minimized, resulting in a system of 
equations 9 c  = a where 

and 

. , d ( n  - M - N,, + I ) ] .  ( 6  

The system of equations can be written in partitioned 
form: 

Fig. 4.  F-P cascade configuration. 

proach to calculate the combined solution. The iterated 
combined optimization method uses the intermediate re- 
sidual signal d ( n )  from a previous iteration to solve the 
system of equations. For the first iteration, a conventional 
formant filter formulation is used (i.e., the pitch coeffi- 
cients are set to zero). The formant filter is used to filter 
the input signal in order to produce the intermediate re- 
sidual signal. The next iteration uses a combined opti- 
mization, but based on the intermediate residual from the 
previous iteration. The updated formant filter is used to 
generate an updated intermediate residual signal. The it- 
erations continue using the combined solution in this 
manner until the error no longer decreases significantly. 
Note that this algorithm does not guarantee that the over- 
all error decreases monotonically. If the error increases 
during a particular iteration, the process is stopped and 
the previous solution is kept. Hence, this approach guar- 
antees a mean-square error that is never worse than for 
the conventional sequential solution. 

3) Iterative Sequential Optimization: An alternate it- 

rh.(13 ." . . . + , , ( I .  N , )  : 4d( l ,  M )  . . + , , / ( l .  M + N,, - I )  

where the cross-correlation terms are given by 
N -  l 

4,rx(i, J )  = x( .  - i ) y ( n  - J ) .  
n = O  

The upper left-hand comer of 9 ( N f  by Nf)  has the terms 
corresponding to a formant filter acting on the input sig- 
nal. The lower right-hand comer (N,, by N,,) has the terms 
corresponding to a pitch filter acting on the formant pre- 
dicted residual. The other two comers of the matrix con- 
tain interaction terms which allow for the combined op- 
timization. 

2) Iterated Combined Optimization: The limitation that 
M 1 N can be circumvented by using an iterative ap- 

erative scheme can be built around a sequential optimi- 
zation of an F-P cascade. First assume that the formant 
predictor appears alone or, equivalently, that the pitch 
predictor coefficients are initially zero. The formant pre- 
dictor coefficients are chosen to minimize the intermedi- 
ate residual energy. The pitch predictor coefficients are 
then found using this intermediate residual signal. At this 
point, the filter coefficients are those that would be used 
in a conventional F-P cascade. In the iterated sequential 
optimization scheme, the formant filter is reoptimized 
given the previously determined pitch predictor coeffi- 
cients. The equations to reoptimize the formant filter tak- 
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ing into account the pitch filter can be viewed as mini- 
mizing a weighted mean-square error criterion. The 
analysis model is shown in Fig. 5. For the case at hand, 
the weighting filter H ( z )  is the pitch prediction error fil- 
ter. 

The analysis model shows an additional input signal 
e,, ( n  ) which captures the initial conditions and allows for 
the use of zero initial conditions for all filters. In our case, 
e,,(n) is the output of the pitch filter due to inputs from 
previous analysis frames. There is an additional window 
applied to the intermediate residual signal. For a covari- 
ance analysis, the residual window w,(n) is normally the 
same as the error window w, (n ) .  Minimization of the 
weighted error energy leads to a set of linear equations 
+c = a,  where in this case c is the vector of formant 
predictor coefficients. The elements cP are given by 

m 

+(i, j )  = C w ~ ( n ) s i l ) ( n ) s i ' ) ( n )  
,I = -m 

for 1 5 i, j 5 N f ,  (9  

where 
m 

s i" (n)  = C w,(m)h(n - m)s,,.(m - i) .  (10)  
111 = - m 

The elements of a are 

One can note that the effects of the initial conditions due 
to e , , ( n )  on the vector a are such that even an autocorre- 
lation solution does not guarantee a stable formant syn- 
thesis filter. In the case being studied, the e,,(n) term is 
due to the relatively long delayed outputs of the pitch fil-  
ter. It is not appropriate to neglect these for normal anal- 
ysis frame sizes. 

Consider a covariance analysis with rectangular resid- 
ual and error windows (nonzero for n ranging from 0 to 
N - 1 ) and a causal weighting filter. The form of the 
signal s " ' ( n )  can then be simplified, 

s ' ' ' ( n )  = C h(n  - m)s(m - i ) ,  0 I n < N .  
,,I = 0 

With the weighted error formulation, the formant filter 
can take into account the effect of the pitch filter. The 
iterated sequential optimization method first finds the for- 
mant tilter which minimizes the error taking into account 
the pitch filter. Next, the formant predicted residual is 
formed. The pitch filter is optimized based on this resid- 
ual. These two steps are then iterated. At each step. the 
overall residual energy decreases and eventually ap- 
proaches a local minimum. 

Some points on the application of the iterated sequential 
optimization procedure need elaboration. First, the order- 
ing of the predictors is important. In general. different 

Fig. 5. Analysis model for a prediction filter with error weighting 

solutions will be reached for the F-P and P-F cascades.' 
Second, the initial conditions (starting pitch filter coeffi- 
cients) affect the solution. We start by solving for a for- 
mant filter given a pitch filter with zero valued coeffi- 
cients. This guarantees results that are at least as good as 
a conventional sequential solution for an F-P cascade. 
Third, the procedure is only guaranteed to converge to a 
local minimum if the optimality criterion is the same for 
determining both the formant and pitch predictor coeffi- 
cients.' Fourth, the value of M used for the pitch filter is 
assumed to be constant during the iteration process. If this 
parameter is changed during the iteration, the conver- 
gence properties may be compromised. 

IV. FILTER PERFORMANCE 

This section presents the experimental results obtained 
for the combination filter and for F-P cascade connections 
in which the coefficients are cgmputed by the various joint 
solutions. The open-loop predictor configuration as de- 
picted in Fig. l(a) is used to implement the different al- 
gorithms. For the purposes of comparison, covariance 
analyses are used for both the formant and pitch predic- 
tors in the conventional sequential approach. The value 
of the pitch lag M is chosen such that the prediction gain 
is maximized. This is accomplished by an exhaustive 
search over the allowable range and provides an indica- 
tion of the relative performances of the different ap- 
proaches by revealing their maximum attainable predic- 
tion gains. Later, a practical method of calculating M is 
combined with the minimum phase constraint for the it- 
erated sequential formulation. 

The formant predictor has 10 coefficients. One, two, 
and three tap pitch predictors are used. A total of six sen- 
tences were processed of which three were spoken by a 
male and three by a female. The sampling frequency is 8 
kHz. The average prediction gains in decibels are com- 
puted for each sentence in order to compare the different 
methods. Since the comparisons are essentially consistent 
for each sentence, the tables which follow present average 
values of the prediction gains in decibels taken over the 
six sentences. The tables refer to the formant gain, mean- 
ing the ratio of the energy of the input to the formant filter 
to the energy of the output of the formant filter. A similar 
definition holds for the pitch gain. 

A .  Short Frumes 

Consider first the one-shot combined optimization so- 
lution given by (7). In this case, the value of the pitch lag 

'ln the experiments. only the F-P cascade is used due to its superiority 
over its P-F counterpart in a conventional sequential opt~mization.  

 his precludes the use of. say. an autocorrelation analysis for the for- 
mant filter and a covariance analysis for the pitch tilter. 
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M must be at least as large as the frame length. A short 
frame length of 40 samples is used. The minimum and 
maximum values of M are set to 40 and 140. This com- 
bination of parameters will allow us to evaluate the degree 
of suboptimality of the iterated approaches. 

For the iterative sequential scheme, a prediction gain 
threshold of 0.02 dB or a maximum of 10 iterations was 
used to terminate the optimization cycle. The resultant 
F-P cascade formed from the one-shot combined and it- 
erated sequential solutions must outperform the conven- 
tional sequentially optimized form for the same analysis 
conditions. The results are shown in Table I.  The com- 
bined and iteratively optimized configurations have an 
improved overall prediction gain. Note that the formant 
gain drops. However, this drop in formant gain is more 
than compensated by the increase in pitch gain. 

The iterated sequential scheme approaches the (opti- 
mal) one-shot combined solution in overall prediction 
gain. However, one can note that this solution tends to 
have a higher formant gain and a lower pitch gain than 
the one-shot combined solution. The iterated sequential 
method seems to find solutions which have essentially the 
same overall prediction gain, but a different apportioning 
of the formant and pitch gains than the one-shot combined 
solution. The iterative sequential approach outperforms 
the noniterative sequential solution, again showing a 
tradeoff toward a higher pitch gain and a lower formant 
gain. 

We note that in all three methods considered in the ta- 
ble, there is a stability problem for the formant filter as 
well as for the pitch filter due to the fact that a covariance 
solution has been used. Comments on the relative stability 
of the corresponding synthesis filters are given in a later 
section. 

B. Longer Frame Sizes 

Now, consider a larger frame size of 80 samples. Re- 
stricting the pitch lag to be above 80 is not appropriate 
since the pitch period for voiced speech is frequently be- 
low 80. This is especially true for female speakers whose 
pitch period is usually smaller than for male speakers. For 
these experiments, the pitch lag assumes values between 
20 and 120. The combined solution uses the one-shot 
scheme for pitch lags larger than the frame size and uses 
the iterated approach for smaller pitch lags. Experiments 
show that an average of three iterations (0.02 dB predic- 
tion gain threshold) are needed to resolve the coefficients. 

Table I1 shows the results for 80 sample frames. The 
iterated sequential method gives larger prediction gains 
than the iterated combined optimization method at the ex- 
pense of a slightly larger average number of iterations (5 
per frame). For the iterated combined optimization 
scheme, the iterations are often terminated by a decrease 
in overall prediction gain (nonmonotonicity of decrease 
in error). 

Combination filters designated as F + P in the table are 
implemented as both transversal and lattice structures. The 
transversal form, which takes into account the interaction 
between the formant part and the pitch part, performs bet- 

TABLE I 
PREDICTION GAINS FOR SEQUENTIALLY A N D  JOINTLY OPTIMIZED PREDICTORS 
(40 SAMPLE FRAMES). THREE NUMBERS I N  A N  ENTRY REFER TO I ,  2 ,  A N D  3 
TAP PITCH FILTERS. A COVARIANCE FORMULATION IS USED FOR ALL CASES 

TABLE I1 
PREDICTION GAINS FOR THE SEQUENTIAL A N D  JOINTLY OPTIMIZED 

PREDICTORS (80 SAMPLE FRAMES). THREE NUMBERS I N  A N  

ENTRY REFER TO 1 ,  2 ,  A N D  3 TAP PITCH FILTERS. 
A COVARIANCE FORMULATION IS USED FOR ALL CASES 

~nrthod 

F-P sr~lucntial 
F-P itrratrd serl~~ential 
F-P one-shot rornhined 

for~i~aut  
gain dB 

16.7 
15.0 14.7 14.9 
14.9 13.9 13.7 

method 

ter than the conventional F-P sequential but is inferior to 
the iterated combined and iterated sequential algorithms. 
The use of the transversal combination filter is deprecated 
since the filter frequently becomes nonminimum phase 
(more than 70 percent of the frames). Thestable does not 
show figures for the formant and pitch gains separately 
for the combination filters. In the transversal form, the 
prediction gains of the separated components 1 - F ( z )  
and 1 - P ( z )  tend to be relatively small, and when added 
fall far short of the overall prediction gain. The lattice 
form of a combination filter performs more poorly than 
the transversal form. This can be attributed to the essen- 
tially sequential determination of the reflection coeffi- 
cients and to the error criterion (sum of forward and back- 
ward errors) used in the Burg formulation. It can be said 
in favor of the lattice implementation that the lattice filter 
does offer an improvement due to pitch prediction and that 
no stability problems are encountered. However, the lat- 
tice combination filter does not realize the full potential 
for removing the far-sample redundancies. 

The results show that a joint solution can achieve an 
overall prediction gain that is about 1.5 dB better than the 
conventional sequential approach. The joint F-P cascade 
approaches give significantly different solutions than the 
conventional sequential method as manifested in the low- 
ered formant gain and significantly increased pitch gain. 
We postpone the investigation of the effects of these dif- 
ferences to a later section in which the stability problems 
are rectified. 

F-P sequential 
F+P transversal 
F+P lattice 
F-P iterated romhined 
F-P iterated sequential 

The synthesis filter used for a combination implemen- 
tation in transversal form is HF+ P ( ~ )  = 1 /( 1 - F ( z )  - 
P ( z )  ). The denominator polynomial is of high order and 
has many nonzero coefficients. Experiments show that the 
percentage of frames with unstable filters is 70, 72, and 
75 percent for filters with 1, 2,  or 3 pitch coefficients, 
respectively. The stability was checked by comparing the 

pit rh 
gain dB 

4 7  5.9 6.7 
8.5 10.7 10.9 
8.6 11.5 12.3 

fornlant 
gain dB 

w<,rall 
gili11 dB 

21.4 22.6 '23.1 
23 .j 25.4 25.8 
23.5 25.4 26 0 

i t  / <)wrall 
gaiu dB 1 gain dB 

16.2 

15.3 14.1 14.2 
14.8 14.0 14.1 

4.4 5.6 6.1 

6.4 9.2 9.5 
7.2 9 5 9.8 

20.6 21.8 22.3 
21.1 21.8 22.6 
17.0 17.4 17.7 
21.7 23.3 23.7 
22.0 23.5 23.9 
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TABLE I11 
STABILITY OF SEQUENTIAL AND JOINTLY OPTIMIZED FILTERS FOR 80 SAMPLE 
FRAMES, COVARIANCE ANALYSIS. THREE NUMBERS IN A N  ENTRY REFER TO 

1, 2, AND 3 TAP PITCH FILTERS 

met,hod I formant 1 pit41 
% unstable '% unstahle 

magnitudes of the equivalent set of reflection coefficients 
with unity. Given the high incidence of instability result- 
ing from the covariance solution and the fact that practical 
methods to stabilize such a filter are not known, the com- 
bination filter is not suitable for applications requiring re- 
synthesis of the speech signal. 

Iterated combined and iterated sequential optimization 
of an F-P cascade leads to more cases of instability than 
the conventional sequential solution. Table I11 gives fig- 
ures for the percentage of frames with unstable synthesis 
filters for sequential optimization, iterated sequential op- 
timization and iterated combined optimization (80 sample 
frames). The stability of the formant filter was determined 
by converting the predictor coefficients obtained to the 
equivalent reflection coefficients. The stability of the pitch 
filter was determined by the tight sufficient test given in 
[6] .  The incidence of instability of the formant filters is 
much lower than that for the pitch filters. 

The question that is addressed in the next section is 
whether the increased prediction gain of the joint solu- 
tions comes only at the expense of unstable filters. 

F-P sequential 
F-P iterated sequential 
F-P iterated combined 

VI. MINIMUM PHASE JOINT SOLUTION 

In this section, an optimization algorithm for an F-P 
cascade with both a minimum phase formant filter and a 
minimum phase pitch filter will be described. This algo- 
rithm is based on the iterated sequential technique. The 
formant filter is determined by taking the pitch filter into 
account as long as its minimum phase property is not sac- 
rificed. In addition, a practical method to determine the 
pitch lag is used. 

The formant and pitch filters are determined as follows. 
For the first iteration, a covariance approach is used to 
determine a formant filter. If this filter is not minimum 
phase, as determined from the magnitudes of the corre- 
sponding reflection coefficients, new coefficients are found 
using a modified covariance approach which guarantees a 
minimum phase solution. The input signal is filtered to 
produce the intermediate residual signal. The pitch lag is 
determined using the method described in Appendix A. 
This method gives the optimal pitch lag if the near-sample 
redundancies have been removed by the formant filter. 
Practical results in a sequential solution for an F-P cas- 
cade show a negligible degradation of the prediction gain 
when compared to an exhaustive search [ 5 ] .  Moreover, 
the immense computation associated with performing all 
the iterations for every pitch lag and selecting the pitch 
lag that maximizes the prediction gain (exhaustive search) 
is avoided. The pitch filter coefficients are found using a 

covariance analysis. If the pitch filter is not minimum 
phase, it is stabilized by the algorithm developed in [6]. 

After the first iteration, the pitch lag is fixed at its ini- 
tially determined value. Subsequent iterations allow for 
the formant filter to take into account the pitch filter using 
the analysis derived for the iterated sequential method. 
Again, a covariance analysis is used. If the formant filter 
is unstable, one reverts to a modified covariance analysis 
for the formant filter. Note that the modified covariance 
analysis does not take into account the effect of the pitch . 
filter. An intermediate residual is generated. The pitch fil- 
ter is again determined based on the updated intermediate 
residual and stabilized if necessary. These iterations con- 
tinue until the overall gain increases by less than 0.02 dB. 

The formulation given above is based on a common 
analysis frame for the formant and pitch filter optimiza- 
tion. However, this formulation can be generalized to al- 
low for different formant and pitch frame sizes. Consider 
a formant analysis frame which is divided into subframes 
for pitch analysis. in each subframe, the pitch lag and 
pitch coefficients are optimized. The modification to the 
iterative procedure involves replacing h (n )  in (12) by a 
time-varying filter. Having different frame sizes for the 
two parts of the analysis is appropriate in a speech coding 
context. Good prediction gain is maintained when the for- 
mant filter is updated at a slower rate than the pitch filter. 
Reducing the update rate for the formant filter decreases 
the side information rate needed to send the predictor coef- 
ficients to the decoder. 

4 
7 6 8 
8 6 8 

A. Results for a Minimum Phase Joint Optimization 
The resulting prediction gains for a minimum phase it- 

erated sequential solution are shown in Table IV for 80 
sample frames. Also included in the table are the predic- 
tion gains if the process is stopped at the first iteration (a 
pure sequential approach with minimum phase filters). 
The results show that an increase in overall prediction gain 
is achieved by the iterative approach even when minimum 
phase filters are mandated. These results can also be com- 
pared to Table I1 to reveal a drop in overall prediction 
gain due to the use of stabilized filters and a practical 
method to find the pitch lag. However, the imposition of 
the above two constraints does not substantially diminish 
the prediction gain. The iterated sequential approach con- 
tinues to outperform the conventional sequential method. 
Moreover, the gain achieved by the constrained iterative 
approach still remains above that achieved by the uncon- 
strained F-P sequential algorithm which can have both 
unstable formant and unstable pitch filters (see Table 11). 

Fig. 6 shows plots of the prediction gains (3 tap pitch 
filter) for an utterance ("Thieves who rob friends deserve 
jail") spoken by a female. The prediction gains are cal- 
culated for 80 sample frames. The plots show that the 
largest increases in prediction gain attained by the iterated 
approach tend to be in the energetic voiced regions. 

Fig. 7 shows the formant and formantlpitch predicted 
residuals for a voiced section of the same utterance. The 
iterated sequential method gives a formant residual with 

6 26 25 
11 30 34 
12 29 35 
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TABLE IV 
PREDICTION GAINS FOR MINIMUM PHASE FILTERS IN A N  F-P CASCADE (80 

SAMPLE FRAMES). THREE NUMBERS IN A N  ENTRY REFER TO 1, 2,  
A N D  3 TAP PITCH FILTERS 

F-P srqorntial 16 .2  4 .4  5 . 3  5.8 20.6 21 .5  22.0 
F-P i l rn l sd  s r w i r ~ ~ t i a l  15.6 15 .2  1 5 2  6.0 7.5 7 9 ?I C 22 .7  23 1 

Fig. 6 .  Prediction gains (3 tap pitch filter), frame by frame. In each of the 
two lower plots, the upper trace is the overall prediction gain, the middle 
light trace is the formant prediction gain, and the lower dashed trace is 
the pitch prediction gain. 

I 

I F-P iterated sequential formant/pitch residual 1 

I 
30 32 34 36 38 40 

frame number 

Fig. 7 .  Prediction residuals (3 tap pitch filter) for a section of voiced 
speech. Magnification factors are noted beside each plot. 

larger, but more regular, pitch pulses than the sequential 
method. The efficacy of the pitch filter is enhanced by 
these regular pitch pulses. The pitch filter forms a final 
residual having a smaller magnitude and containing fewer 
spurious bursts than for the conventional sequential ap- 
proach. 

The conventional sequential and iterated sequential ap- 
proaches (both using stabilized filters and the practical 
method to choose the pitch lag) were implemented as part 
of a rudimentary version of a CELP coder. The analysis 

( ) 2  

Fig. 8.  Calculation of the weighted error in a CELP coder. 

frame size remains at 80 samples. A 10th-order formant 
predictor and a 3 tap pitch predictor were used. Forty 
sample blocks of the residual were compared to a dictio- 
nary of 1024 waveforms consisting of Gaussian random 
numbers with unit variance. This comparison was per- 
formed by the system shown in Fig. 8. The codeword that 
represents the residual is the one that achieves the least 
weighted error. The error is weighted by a filter W ( Z )  = 
( 1 - F(z ) ) / (  1 - F ( z / a ) ) .  This filter deemphasizes the 
frequencies which contribute less to perceptual error and 
emphasizes the frequencies which contribute more to per- 
ceptual error [4]. The noise weighting factor a equals 0.8. 

Listening tests reveal that the iterated sequential algo- 
rithm leads to resynthesized speech that is more natural 
sounding than the decoded speech resulting from the se- 
quential approach. Also, this speech sounds less warbled 
than its conventional counterpart. Although the perceived 
improvement varies from sentence to sentence, this phe- 
nomenon is clearly evident in the sentence "Thieves who 
rob friends deserve jail" and can be attributed to the fact 
that the residual as depicted in Fig. 7 has fewer spurious 
peaks when the iterated sequential method is used. The 
Gaussian codewords provide a better match to the residual 
when it has less energetic pitch pulses. Consequently, the 
weighted error is smaller and the decoded speech sounds 
more like the original. 

Measurements of the signal-to-noise ratio (SNR) that 
arises when the original speech is compared to the de- 
coded speech were made. For the sentence "Thieves who 
rob friends deserve jail," the SNR improves by 2.5 dB 
when the iterated sequential method is used. 

VII. SUMMARY AND CONCLUSIONS 

This paper has introduced formulations which allow for 
the joint optimization of the formant and pitch predictors. 
The final residual can be directly minimized either by a 
combination implementation or by a cascade of jointly 
optimized filters. A combination implementation is 
viewed as a single prediction error filter that removes both 
near-sample and distant-sample correlations. Either a 
transversal or lattice structure can be used. The lattice 
structure is inferior to the transversal form in terms of 
prediction gain. Although the combination transversal fil- 
ter outperforms the conventional F-P sequential solution, 
it suffers from serious stability problems attributable to 
the covariance method of solution. 

For a cascade configuration, a significant advantage in 
terms of predictor gain exists when the final residual is 
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directly minimized. The resulting increase in prediction 
gain comes about by a lowered formant gain that is com- 
pensated by a significantly higher pitch gain. However, 
the limitations of this formulation allow for a one-shot 
combined solution only for short frame lengths. Iterated 
schemes can be used to get around the frame length con- 
straints. However, since this approach uses a covariance 
analysis, it admits both unstable formant pitch synthesis 
filters. 

An iterated sequential solution achieves slightly more 
prediction gain than the iterated combined solution. Fur- 
thermore, the minimum phase constraint can be satisfied 
by backing off to the modified covariance method for the 
formant filter in cases of nonminimum phase filters and 
by stabilizing the pitch filter. The advantages of the iter- 
ated sequential method over the one-shot F-P sequential 
method lie not only in achieving a higher prediction gain 
but also in producing an overall residual that has dimin- 
ished pitch spikes. Moreover, experiments with a simple 
CELP coder show that the resynthesized speech is of bet- 
ter perceptual quality. 

A practical method to determine the pitch lag has been 
developed in [5] and is briefly described here. The co- 
variance method applied to a pitch filter leads to a linear 
system of equations ( 9 c  = a )  which when written in ex- 
panded form is 

The pitch lag M should be chosen so as to maximize 42 (0 ,  
M ) /4 (M, M ). The situation for multitap pitch filters is 
more complex but is simplified on the assumption that the 
near-sample based redundancies are essentially removed 
when formant prediction is performed before pitch pre- 
diction (F-P cascade). Then, the off-diagonal terms in the 
matrix iP [as in (A. I)] are small and can be neglected. 
This leads to a diagonal matrix approximation of the sys- 
tem given in (A. 1) with c T a  becoming 

M + N p - 1  42(09 m) 
cTa = C - 

m = M  4(m,  m)' ('4.4 

The value of M that maximizes this quantity is chosen as 
the pitch lag. 
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