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Bandwidth  Efficient Transmultiplexers, Part 2:  
Subband Complements and 

Performance Aspects 
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Abstract-This paper examines the performance  issues  relat- 
ing to the quadrature  amplitude  modulation (QAM) and ves- 
tigial sideband (VSB) transmultiplexers  synthesized in [l]. 
First,  an  analysis of the limitations of the configured systems 
regarding intersymbol interference  and crosstalk suppression 
arising from the use of practical filters is made.  Based on these 
observations,  a new design technique for an FIR low-pass  pro- 
totype that takes the practical degradations into account is for- 
mulated.  The  procedure  involves the unconstrained  optimiza- 
tion of an error function. A performance evaluation reveals that 
for four of the five systems, the new method is superior to  a 
minimax approach in that lower intersymbol interference and 
crosstalk distortions  are  achieved with a  smaller number of fil- 
ter taps. For the other  transmultiplexer, the advantage  of the 
optimized design  over the minimax  design is in the added  flex- 
ibility of  taking  crosstalk into account thereby diminishing the 
crosstalk distortion.  The five transmultiplexers  can be con- 
verted into new subband systems. We show how the optimized 
design approach formulated for the transmultiplexers  carries 
over to the new subband  systems. 

M 
I. INTRODUCTION 

ULTIRATE  digital  filter  banks  have  been  used in 
the  realization  of  transmultiplexers  and  subband 

systems [2]-[4]. In fact,  the  two  can  be  viewed as com- 
plements  of  one  another.  For  systems with two  bands, 
quadrature  mirror  filters  (QMF) [5]-[7] that  form  a  low- 
passihigh-pass  pair  are  often  used.  For  an  arbitrary  num- 
ber of bands,  three  approaches to specify  the  filter  banks 
are  as  follows.  One  method is based  on  a  matrix  formal- 
ism [3], [4]. Another  employs  lossless  structures [8]. A 
third  approach  uses  modulated  filter  banks [ 11, [9]-[12], 

A  transmultiplexer  structure  (multi-input , multi-output) 
as  shown  in  Fig. 1 is  well  suited for  simultaneous  trans- 
mission  of  many  data  signals  across  a  single  channel. At 
the  transmitter,  the  outputs  of  the  combining  filters  are 
multiplexed  into  one  composite  signal. At the  receiver, 
the composite  signal is passed  through  a  parallel  structure 
of  separation  filters  whose  outputs  are  decimated  to  re- 
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Fig. 1.  A transmultiplexer  system. 

cover  the  original  inputs.  Note  that  the  decimation  and 
interpolation  are  performed  synchronously at the  same rate 
and in phase  with  each  other. 

The  subband  system  (single  input,  single  output)  as 
shown  in  Fig. 2 finds applications  in  speech  processing. 
The  analysis  filters  split  the  input  signal  spectrum  into  a 
set  of  frequency  bands.  The  resultant  filtered  signals  are 
then decimated  and  hence,  contain  aliased  components of 
the  input  signal.  The  interpolation  step  followed by the 
parallel  action  of  the  synthesis  filters  serves  to  cancel  the 
aliased  components  thereby  restoring  the  original  signal. 

In [l], a  number of transmultiplexers  are  synthesized. 
These  transmultiplexers  implement  bandwidth  efficient 
modulation  schemes  in  that  spectral  overlap is accorn- 
modated. Both quadrature  amplitude  modulation  (QAM) 
and  vestigial  sideband  (VSB)  schemes  are  represented.  In 
the first part of this  paper, we explore  the  subband  com- 
plements  to  these  systems.  In  the  second  part  of  this  pa- 
per,  we  investigate  the  use of  practical  filters  in  the  trans- 
multiplexers.  Filters  are  designed by minimizing  a 
distortion  measure  incorporating  both  intersymbol  inter- 
ference  and  crosstalk  terms. 

The  general  outline  of  the  paper is as  follows.  Appro- 
priate  background  material  is  given  in  Section 11. Then. 
the  systems  synthesized  in [ 1 1  and  their  subband  comple- 
ments are  described  in  Section 111. In examining  the  per- 
formance  issues,  the first step  is  to  discuss  the  potential 
limitations  of  the  transmultiplexers  when  practical filters 
are used.  This is done in Section  IV.  Based  on the  obser- 
vations  in  Section IV,  a  new  filter  design  approach that 
takes  the  practical  degradations  into  account  is  formulated 
in Section V. Design  examples  resulting  from  this new 
technique  are  provided  in  Section  VI.  The  performance of 
the  transmultiplexers  with  these  optimized filters is com- 
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Fig. 2 .  A subband system. 

pared  with  those  designed by a  minimax  approach in  Sec- 
tion VII.  Section VI11 discusses  the  conditions  under 
which  the  new design  method  carriers  over  to  the  corre- 
sponding  subband  systems. 

11. TRANSMULTIPLEXERS A N D  SUBBAND  SYSTEMS 
A.  Transmultiplexers 

For an  N-band  transmultiplexer  with  critical  sampling 
(as  depicted  in  Fig. l ) ,  the input-output  relations  are  given 
by 

~ N - l  v -  I 

f o r 0  s i I N -  1 (1) 
where W = e -Ji2*,'.vJ , Each  output  signal Xj(z , ' )  is related 
to  each  input  signal Xk(z,') via a  transfer  function 
(l /N)Tkj(z") where T k i ( z y )  = E;:: A & W - ' ) B , ( z W - ' ) .  
When k # i, Tki(z.') is  called  a  crosstalk  function  and 
represents  the  contribution  of  the  input X k ( z N )  to  the  out- 
put J?i(zz"). In order to eliminate  crosstalk  and  achieve  an 
identical  input-output  transfer  function Tkk(z.') = ~ ( z , ' )  
for  every  terminal k ,  a  matrix  relationship  must  be  satis- 
fied 

A(z)B'(z)  = T ( Z V  (2) 

where 

and 1 is the  identity  matrix.  If  the  above  matrix  equation 
is satisfied,  each  of  the  output  signals is given by X k ( z )  = 
(1 / N )  T(z)  Xk(z) .  Intersymbol  interference  is  present if the 

samples  at  the  output  depend  on  past  and  future  input 
samples.  Intersymbol  interference is eliminated if and  only 
if T(z) is of  the  form C Z - ~ .  Then,  perfect  reconstruction 
is achieved  in  that  the  output  samples  are  scaled  and  de- 
layed  versions  of  the  input  samples. 

B.  Subband System 

in Fig. 2) is 
The  input-output  description  of  a  subband  system  (as 

. N - l  N -  1 

The  output  is  related  to  the  input  and  its  frequency  shifted 
versions by a  system  function ( 1  / N )  Ti(:) where&T,(z) = 

k = O  Ak(zW-')&(z) .  Aliasing is eliminated if X(?)  does 
not depend  on  any of the  frequency  shifted  versions  of 
X(z) .  Therefore, T, ( z )  should  be  zero  for 1 # 0. In addi- 
tion,  perfect  reconstruction is achieved if and  only if To(z) 
= cz - p .  

The  cancellation of  aliasing is equivalent  to  configuring 
the  analysis  and  synthesis  filters  to  satisfy  the  system of 
equations A ~ ( ~ ) [ B , ( Z )  ~ , ( z )  . . . B,.- l(z)~T = [T,(z) 
0 . * * 0IT. This  is  equivalent  to  satisfying  the  matrix 
equation 

E N - 1  

O 1  

0 1 .  L O  0 * * . To(zw-"- ' )  * 1  
(6) 

If the  above  matrix  equation is satisfied,  the  output  signal 
is given  by X(z) = (1 / N )  To(z)X(z).  

C. Complementay  Systems 
Transmultiplexers  and  subband  systems  are  comple- 

mentary in the  sense  that  both  crosstalk  cancellation in the 
former  and  aliasing  cancellation in the  latter  occur if and 
only if the  product  of  the A(z )  and B(z)  matrices  (one of 
them  is  transposed) is equal to a  function  of z" multiplied 
by the  identity  matrix [4]. Any transmultiplexer  that  elim- 
inates  crosstalk  and  achieves  an  identical  input-output 
transfer  function  between  each  pair of terminals  can  be 
converted  into  an  alias-free  subband  system.  The two sys- 
tems  will  have  identical  filter  banks.  The  limitation in 
converting  an  alias-free  subband  system  into  a  crosstalk- 
free  transmultiplexer  is  that  the  input-output  transfer 
function  of  the  subband  system  must be a  function of z K .  

111. SYNTHESIZED TRANSMULTIPLEXERS AND SUBBAND 
SYSTEMS 

The  combining  and  separation  filters of the  transmul- 
tiplexers  synthesized in [ I ]  are  given  below. ' The  trans- 

'The  reader is referred to [ l ]  for general expressions for a,(n) and bk(n).  



multiplexers  use  modulated  filter  banks in which all of the 
filters are  bandpass  versions  of  a  low-pass  prototype h(n) 
or g ( n ) .  In  the sequel,  a filter H(z )  is  a  band-limited  low- 
pass  prototype if H(e1") is  exactly  equal  to  zero  in  the 
stopband  region o,~  5 w I a. Under  the  assumption that 
the  prototype(s)  are  band  limited  to  no  more  than 100% 
in excess of the  minimum  bandwidth  solution  (discussed 
in [ l]), the  transmultiplexers  are  crosstalk-free  and  have 
an  identical  input-output  transfer  function  for  every  pair 
of corresponding  terminals. For systems T 1-T 3 which 
accomplish QAM, the  minimum  bandwidth  of  the  proto- 
type(s)  is a/N. In  the  case of systems T 4  and T 5  which 
implement VSB, the  minimum  bandwidth  of  the  proto- 
type  is n / 2 N .  Note  that for  all  the  systems  except T 4 ,  
the  number  of  bands N is constrained  to  be  even. 

Since  the  transmultiplexers T 1 through T 5  are  cross- 
talk-free  and  have  identical  input-output  transfer  func- 
tions.  they  can  be  converted  into  alias-free  subband  sys- 
tems S1-S5, respectively.  The  new  subband  systems S1- 
S3 are  unusual in  that  repeated  center  frequencies  are  used 
to establish filter responses  in  quadrature.  The  subband 
systems  S4  and S5 have  the  same  distinct  center  frequen- 
cies.  System S4 resembles  the  one  in [lo] while S5 is an 
alternative  employing  delay  factors.  Note  that  the  trans- 
multiplexers  that  are  synthesized  as  special  two  band  cases 
in [ l ]  can  also  be  converted  into  subband  systems. 

The  input-output  transfer  function  for  each  system  is 
given  as T(z.'). When  dealin4  with  a  transmultiplexer,  the 
input-output  relationship is X k ( z )  = (1 /A ' )  T(z)Xk(z )  for k 
= 0 to AJ - 1. For the  complementary  subband  systems, 

X k )  = (1 / N )  T(z , ' )X(z ) .  In the  following, v(n)  is  defined 
to be  the  inverse z transform of H'(z) and w(n)  is defined 
to be  the  inverse z transform of H ( z )  G(z). 

Transmultiplexer T I  and Subband  System SI: 

a&) = h(n)  cos - 
3 
a 

a , (n )  = 11 ( n  - cos - n 
2a 
N 

a2(n)  = h(n )  sin - n 
2a 
N 

a3(n) = h(n)  cos - n 
4a 
N 

bl(n)  = h n + - cos - n ( 9 x 

b,(n) = h(n) cos - n 
4a 
N 

b,(n) = -h ( n + - ;): sm - n 

The  input-output  transfer  function  is 

T(z") = - [ a  I * + v(-2N)z2" + v ( - N ) z "  + v ( 0 )  
N 
2 

+ v(N)z-"  + v(2N)z-?" + * * * 1 .  (8) 

For  the  special  case  of N = 2, S1 reduces  to  the  clas- 
sical QMF arrangement. 

Transmultiplexer T 2  and Subband  System S2:  

bo(n) = h(n) cos (i n - f) 
bl(n) = h (n + :) cos ( K n  + a) 

The  input-output  transfer  function is 

N T(z") = 2 [ * * * + 4-2N)z'" - ~ ( - N ) z "  + ~ ( 0 )  

- v ( N ) z - "  + "(2N)Z -21v + . ' . I .  (10) 

Transmultiplexer T 3  and Subband System S3: 

a 
a&) = h(n) cos - 

4 

b,(n) = -h (n )  sin - n 
2a 
N 

a,(n)  = g n - - cos - n ( :) ; 
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a2(n) = g(n) sin - n 
2 a  
N 

4x 
N 

a3(n) = h(n) cos - n 

a&) = h n - - sin - n ( ;),; 
a 

bo(n) = g(n)  COS - 
4 

bz(n) = -h(n) sin - n 
2 a  
N 

b,(n) = g(n) cos - n 
4a 
N 

(1 1) 

The  input-output  transfer  function  is 

T(z")  = - [ .  . . + w(-2N)z2" + M/(-N)z*' + ~ ( 0 )  
N 
2 

+ ~ v ( N ) z - ' ~  + w(2N)z-*h + . . . ] .  (12) 

Systems S3 becomes  the  Smith-Bamwell  structure [7] for 
the  case N = 2 if G(z)  = H(z - I ) .  For  an  arbitrary H ( z )  
and G(z) ,  system S3 degenerates  into  a  general  two band 
two  prototype  system  as  proposed  in [3], [4]. 

Transmultiplexer T 4  and Subband  System  S4: 

The  input-output  transfer  function is 

N 
T(z") = 5 [ * * + ~ ( - 4 N ) z ~ ~  - ~ ( - 2 N ) z * ~  + ~ ( 0 )  

- v(2N)z-*" + u(4N)z-'" + . . . 3 .  (14) 

Transmultiplexer T 5  and  Subband System s5: 

a&) = h(n) COS 

b2(n) = h(n) cos (& n - i) 

The  input-output  transfer  function  for T 5  is  the  same 
as  that  for T 4  (see (14)). 

a&) = h(n) cos ( 5  - :) 
a l (n )  = h(n)  cos - n + - (;; 3 

b&) = h(n) cos - n + - ( z  :) 

A .  Nyquist  Criterion  and  Perfect  Reconstruction 

A filter is  said  to  satisfy  the  Nyquist  criterion if its im- 
pulse  response  has  regular  zero  crossings  except  for  a  ref- 
erence  coefficient.  These  Nyquist  filters  can  be  used  to 
eliminate  intersymbol  interference  in  transmultiplexers 
and  subband  systems.  For  systems  T 1, S1, T2,  and S2,  
H'(z )  should  be  a  Nyquist  filter  with  zero  crossings  every 
Nth  sample  (except  for  a  reference  sample).  The  same  is 
true  for H(z )  G(z) in  systems T 3 and S3. For  transmulti- 
plexers T4 and T 5  and  their  subband  complements,  the 
Nyquist filter H 2 ( z )  must  have  zero  crossings  every  2Nth 
sample  (except  for  a  reference  sample). 

In the  general  case,  for  achieving  perfect  reconstruction 
in the  above  transmultiplexers  and  subband  systems,  the 
prototypes  must  be  band  limited  (up  to 100% above  the 
minimum  bandwidth, as discussed  earlier)  and  the  Ny- 
quist  criterion  must  be  satisfied  (as  stated  above).  When 
G(z) = H(z -') in systems T 3  and S3, the  two  conditions 

( l  3, of  band limitedness  and  the  Nyquist  characteristic  lead  to 
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perfect  reconstruction  with Bk(z)  = A k ( z - ' ) .  Therefore, 
both  systems  are  lossless [8] under  the  same  two  condi- 
tions.  For  systems  T 1-T 3, Sl-S3 under  the  special  case 
of N = 2, the  band-limitedness  condition  can be dropped 
for  assuring  perfect  reconstruction.  The  Smith-Barnwell 
structure  (system S3 with N = 2) is  lossless  only if 
H(z )H(z  - ' )  satisfies  the  Nyquist  criterion  as no further 
band-limitedness  condition is required. 

IV. PRACTICAL  CONSIDERATIONS 
Transmultiplexers  T 1 through T 5  have  each  been  con- 

figured  with  band-limited  filters  such  that 1) the  input- 
output  transfer  function is the  same  for  every  pair of cor- 
responding  terminals  and 2) crosstalk is cancelled. In ad- 
dition,  satisfying  the  Nyquist  criterion  eliminates  inter- 
symbol  interference  and  hence,  achieves  perfect 
reconstruction.  Since  band-limited filters (stopband  re- 
sponse is exactly  zero)  cannot  be  designed,  a  natural 
question  concerns  how  the  design  of a practical  low-pass 
prototype  can  be  performed.  A  practical  low-pass  proto- 
type is distinguished  from  a  band-limited  prototype in  that 
the  frequency  response  of  the  practical  filter  only  approx- 
imates  zero  in  the  stopband. In particular,  the  practical 
prototype  has  a  stopband  response  which is small  but  not 
exactly  zero  (stopband  attenuation is high  but  not infi- 
nite).  With  practical  filters,  the  input-output  transfer 
function  may  not  be  the  same  for  all  pairs  of  terminals. 
In  addition,  the  design  procedure may give filters such 
that  the  Nyquist criterion is not  exactly  satisfied.  There- 
fore,  intersymbol  interference  need  not  be  eliminated  at 
each  output  terminal.  Moreover,  the  use of  practical fil- 
ters  may  lead  to  residual  crosstalk  which  would  otherwise 
be  cancelled  with  a  band-limited  prototype. In this  sec- 
tion, we further  analyze  each  transmultiplexer  in  terms of 
the  possible  limitation  of  not  achieving  perfect  recon- 
struction due  to  the  use of  practical  filters. In Section V ,  
filter  design  strategies  are  formulated  with  the  aim  of  sup- 
pressing  intersymbol  interference  and  crosstalk  distor- 
tions. 

A .  The Input-Output  Transfer  Function 
In analyzing  the  transmultiplexers, we  return  to  the 

synthesis  procedure  in [l] to  see  where  the band limited- 
ness  property  was  used  in  getting  a  common  input-output 
transfer  function.  The  band  limitedness of the  low-pass 
prototype  was  invoked  in  the  analysis  in [l] to  cancel 
term(s) in the  general  expression  for  the  input-output 
transfer  function  as  a first step in  making  it  the  same  for 
all  pairs  of  corresponding  terminals.  However,  this 
term(s) is naturally  cancelled  for  all  terminals  in T 2 ,  T 4 ,  
and  T 5 and  for  the  terminals  in  T  1  and T 3 operating  at 
the  center  frequencies of 0 and a. 

The  preceding  analysis  reveals  that  the  input-output 
transfer  function  is  indeed  the  same  for  all  pairs  of  ter- 
minals  in  each  of  the  systems T 2, T 4.  and  T 5.  Moreover, 
this  property  holds  for  any  practical  prototype H(z). 

Therefore,  for any H ( z ) ,  the  common  input-output  trans- 
fer  function T ( Z " )  is  given by (10) for  system T2 and by 
(14) for T 4  and T 5 .  Now?  consider  systems T 1 and T 3 .  
The  common  input-output  transfer  function T(z')  as 
given  in (8) (system T 1) and in (12) (system T3) holds 
only  for  the  terminals  specified by center  frequencies  of 
0 and a. Again,  this  is  true  for  practical  prototypes.  The 
input-output  transfer  functions  for  the  other  terminals  of 
T 1 and T3 are  different  from  those  given by (8) and (12) 
when  practical filters are  used.  These  differences  are  due 
to the  fact  that  the  prototypes  are  not  band  limited. 

The next step is to  identify  the  sources  of  intersymbol 
interference  in  each  of  the  transmultiplexers.  In  systems 
T2. T 4 ,  and T 5 ,  intersymbol  interference  is  cancelled  at 
all  terminals  given  any H ( z )  if H2(z) satisfies  the  Nyquist 
criterion.  The only  potential  source  of  intersymbol  inter- 
ference is due  to  the  limitation of the  design  procedure in 
giving H ( z )  such  that H-(z) does not  exactly  satisfy  the 
Nyquist  criterion. 

When  dealing  with  systems  T  1  and  T 3, two  cases must 
be considered.  First,  consider the  terminals  operating at 
center  frequencies of 0 and a. At  these  terminals,  the  only 
source  of  intersymbol  interference  is  due  to  the  design 
procedure  in  giving  filters  such  that  the  Nyquist  criterion 
is not  exactly  satisfied. At the  other  terminals,  an  addi- 
tional  source  of  intersymbol  interference  arises  since  the 
filters are  not  band limited. 

B .  Crosstalk  Functions 
Here,  we  wish to determine  the  sources  of  crosstalk  that 

arises  with  practical  filters.  From  the  synthesis  procedure 
in [I], crosstalk  cancellation with  band-limited  prototypes 
occurs  in  two  ways.  First,  the  crosstalk  terms  (which 
comprise  the  crosstalk  function Tki(z.')) that  involve  either 
partial or complete  spectral  overlap  are  cancelled by 
choosing  the  center  frequencies:  delays,  and  phases.  This 
cancellation  depends  only  on  the  center  frequencies.  de- 
lays,  and  phases  and is independent  of  any  particular  form 
of H ( z )  and G(z) .  Therefore,  these  terms  continue  to be 
cancelled  with  practical  filters.  Second,  terms in  the 
crosstalk  function  that  do  not  involve  spectral  overlap  are 
zero  due  to  the band  limitedness  of  the  prototypes.  How- 
ever,  these  crosstalk  terms  are not zero with  practical fil- 
ters.  This will lead  to  residual  crosstalk.  Summarizing, 
we  note  that  all  the  crosstalk  terms  in Tkl(z") that  involve 
spectral  overlap  with  band-limited  filters  continue  to  be 
cancelled  with  practical  filters. 

Note  that  with  practical  filters,  although the terms  in 
Tkl(z') that  involve  spectral  overlap  are  cancelled  (as  dis- 
cussed  above),  this  does not  generally  imply  that Tki(z.') 
= 0. We  further  analyze  each of  the  transmultiplexers  to 
determine  the  number of  crosstalk  functions  that  are  ex- 
actly  zero  with  practical  filters  (also  referred  to  in  the  se- 
quel  as  exact  crosstalk  cancellation).  Exact  crosstalk  can- 
cellation  depends  only  on  the  center  frequencies,  delays, 
and  phases  and  occurs  independently  of  the  prototypes 
H(z )  and G(z). For a  particular  output  terminal,  there  are 
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N - 1  crosstalk  functions.  For  each  of  the  transmulti- 
plexers.  a  certain  number of  these  N - 1 functions may 
be  exactly  zero.  We  proceed  to  enumerate  the  number  of 
exact  crosstalk  cancellations. 

In  system  T 1, the  crosstalk  is  exactly  zero  between  two 
signals  sent  at  the  same  center  frequency,  at  center  fre- 
quencies  separated by an  odd  multiple of 2 x / N  and  at 
center  frequencies  separated by an  even  multiple  of 2 a / N  
if the  difference  in  the  delay  factors is an  odd  multiple  of 
N/2 .  In  system T 2 ,  exact  crosstalk  cancellation  occurs 
between  any  two signals  as  long  as  the  difference  in  the 
delay  factors  of  the  associated  combining  and  separation 
filtes is  an  odd  multiple  of N /2 .  System T 3.  like  T 1 ,  has 
crosstalk  functions  involving  one  prototype  for  signals 
sent  at  center  frequencies  separated by an  odd  multiple  of 
2a /N .  For these  cases,  the  crosstalk  function is exactly 
zero.  When  two  prototypes  are  involved in the  crosstalk 
function,  exact  crosstalk  cancellation  only  occurs be- 
tween  two  signals  sent  with  a  center  frequency  of x / 2  
(this  center  frequency  appears  when  N  is  a  multiple of 4). 
For  transmultiplexer T 4 ,  none of the  crosstalk  functions 
is exactly  zero.  In T5 ,  the  crosstalk  function Tkl(z,') is 
exactly  zero if k + 1 = N - 1 for  N not a  multiple  of 4. 
If N is  a  multiple  of 4, ~ ~ , ( z , ' )  is  never  exactly  zero  in 
T 5 .  

Given  the  preceding  discussion, all the  cases  were  ex- 
amined in detail  and  the  number  of  exact  crosstalk  can- 
cellations  enumerated  for  each  output  terminal.  Table  I 
summarizes  the  results.  The  Appendix  gives the deriva- 
tion of one  case  for  system  T 1. namely.  for  output  ter- 
minals  operating  at  center  frequencies  that  are  even  mul- 
tiples  of 2 a / N  when  N is a  multiple  of 4 .  We see  that  for 
the  case  explored in  the Appendix,  the  number of exact 
crosstalk  cancellations is different  for the two  terminals  at 
each  of  these  center  frequencies. At one of the  terminals, 
there  are (3N - 4)   /4  exact  crosstalk  Cancellations. At the 
other  terminal.  (3N + 4) /4  exact  crosstalk  cancellations 
occur.  A  similar  situation in T 1 develops  when N is not 
a  multiple  of  4  and  the  center  frequencies  are  either  even 
or odd  multiples  of 2n /N .  In  this case: the  two  terminals 
at these  frequencies will  show a  different  number of cross- 
talk  functions  that  are  exactly  zero.  The  number  of  exact 
crosstalk  cancellations is approximately 3N/4  for all  the 
terminals. 

Transmultiplexer T 3 has  approximately N/2  exact 
crosstalk  cancellations  at  each  output  terminal,  the  actual 
number  depending  on  whether  a  center  frequency of a/2 
is used.  Transmultiplexers T 2  and T 4  have N/2  and 0 
exact  crosstalk  cancellations  at  each  output  terminal,  re- 
spectively. In  system T5,  one crosstalk  function  is  ex- 
actly  zero  for  each  output  terminal  when  N  is not a  mul- 
tiple of  4.  When N is a  multiple of 4, none of the  crosstalk 
functions is exactly  zero  in  T5. 

Of the transmultiplexers,  T 1 achieves  the  most  number 
of exact  crosstalk  cancellations  (about 3 /4  of  the  total 
number  of  crosstalk  functions). In systems T 2  and T3:  
about  half  of  the  crosstalk  functions  are  exactly  zero.  The 

TABLE I 
N U M B E R  OF EX'ICT  CROSSTALK 

CAMELLATIOM FOR EACH  OUTPUT 
TERMINAL 

Number of 
Transmultiplexer Cancellations 

T I  t- 
3 N  
4 

T 4  0 

T 5  0 or 1 

table  shows  that  for  reasonably  large  N,  the QAM schemes 
(T 1-T3)  achieve  many  more  exact  crosstalk  cancella- 
tions  than  their VSB counterparts  (T4  and  T5). 

V.  FILTER DESIGN 
This  section  examines  the  design  of FIR low-pass  pro- 

totypes  for  the  transmultiplexers.  First,  a  minimax  method 
is  discussed.  Then,  a new  design  procedure  based  on  the 
minimization  of  an  error  function  that  takes  the  practical 
degradations  into  account is proposed.  The  filters  that re- 
sult  are  compared  to  those  obtained by a  minimax  design 
in  terms of their  relative  perfomlance with  respect  to 
suppression  of  intersymbol  interference  and  crosstalk. 

A  linear  phase H ( z )  is designed  for  T 1 .  T 2 ,   T 4 ,  and 
T 5 .  For T 3, we  design  a  nonlinear  phase H ( z )  and set 
G(z) = H(z - I ) .  In  the  designs,  the  stopband  edge  fre- 
quency is w, = ( 1  + p)w,,, where a,,, is the  minimum 
bandwidth of the  low-pass  prototype  and 0 5 0 I 1. 
Recall  that w,,, = x / N  for  T 1. T2.  and T 3  and w,,, = 
x /2N for T 4  and  T5.  The  parameter p is the  roll-off fac- 
tor  that  controls  the  bandwidth  in  excess  of w,,,. 

A .  Minimax Approach 
The  minimax  approaches  are  based  on the  input-output 

transfer  functions  given in  Section 111 (assumed  to  be  the 
same  for  all  terminals).  Therefore, any  differences  in  the 
input-output  transfer  functions of the  various  systems  that 
can arise with  practical  filters  are  not  considered.  Also, 
the  crosstalk is not  explicitly  considered.  For  the  trans- 
multiplexers  T 1. T 2 ,  T4.  and T 5 a  low-pass H ( z )  should 
be  designed  such  that H 2 ( z )  is  a  Nyquist  filter. In the case 
of T 3  with G(z) = H ( r - ' ) ,  we need a  low-pass H ( z )  such 
that H ( z )  H(z  - ' )  is a  Nyquist  filter. 

The  attempt  to  ensure  exact  zero  crossings in the  re- 
sponse  of H ' ( z )  leads  to  many  nonlinear  constraints  on 
the  coefficients  of H ( z )  which compromise  the  desired 
low-pass  nature  of El(:). Therefore,  there  is  an  inherent 
limitation in the  design  procedure in not achieving  exact 
zero  crossings.  Our  strategy is to obtain  a  low-pass H ( z )  
such  that the  time  domain  constraints  on H'(:) are  ap- 
proximately  satisfied. A linear  phase H(z) is designed by 



the  McClellan-Parks  algorithm  [13] to approximate the 
square  root  of  a  raised  cosine  spectrum  in  a  minimiax 
sense.  For  transmultiplexer T 3 .  exact zero crossings in 
the  response  of  a  low-pass H ( z ) H ( z  - I )  can  be  assured 
1141. The  technique in [ 141 (known  as the factorable  min- 
imax  method)  is used to  design a linear  phase  Nyquist 
filter with Chebyshev  stopband  behavior  that  can  be split 
into  a  minimum  phase H ( z )  and a maximum  phase H ( z  I ) .  

The  two  components H ( z )  and H ( z  - ' )  form  the  prototypes 
for T 3 .  The  minimax  approaches  allow  for  both  equi- 
ripple and  nonequiripple  low-pass  prototypes. 

Consider  systems T 1  and T2.  For  these  two  systems, 
N must be  even. If a linear  phase H ( z )  has  an  odd  number 
of taps.  an  appropriate  choice  of  filter  delay  results  in  the 
center coefficient of H 2 ( z )  emerging  at a time  index  which 
is  a  multiple  of N .  If H(z)  has  an  even  number  of  taps, 
there  is  no  choice  of  delay  that  allows  the  center coeffi- 
cient  of H 2 ( z )  to emerge  at a time  index  which  is a  mul- 
tiple  of N .  For an  even  number  of  taps.  the  center coeffi- 
cient  of H 2 ( z )  never  shows  up in the  computation of T(z" ) .  
For systems T 4  and T5,  it can  also  be  shown  that a linear 
phase H ( z )  must  have  an  odd  number of taps.  For  system 
T 3, the  linear  phase  Nyquist filter H(z )   H(z  - I )  must  have 
an  odd  number  of  taps  to  allow it to  be split into  minimax 
phase  parts.  However,  there  is  no  constraint  on  the  num- 
ber  of coefficients of  the  min/max  phase  components. To  
ensure  causal  combining  and  separation  banks,  additional 
appropriately  chosen  delay  factors  may  be  required.2 

B. Optimized Design-Error  Fmction  Formulation 

Note  that the minimax  approaches  do not explicitly  take 
the  crosstalk  distortion  into  account.  Therefore,  we  at- 
tempt to include  both the practical  degradations  of  inter- 
symbol  interference  and  crosstalk in  the  design  of  the pro- 
totype.  The new) optimized FIR design is based  on  the 
minimization  of  an  error  function.  Upon  minimization  of 
the error  function. the resulting  low-pass  prototype  should 
have  a  good  stopband  behavior  and in addition, the  inter- 
symbol  interference  and  crosstalk  distortions  should  be 
small.  Note that the  passband  characteristic  is not explic- 
itly controlled  since  an  approximately  zero  stopband re- 
sponse  and a low intersymbol  interference  distortion  en- 
sure  an  approximately  constant  passband  response if p < 
1 .  

For notational  convenience,  we  assume  throughout that 
h(n)  is  in  zero-phase  form  with  nonzero  samples  from n 
= -L to L .  A nonlinear  phase h(n)  with L + 1 taps  from 
n = 0 to L is  designed for  transmultiplexer T 3  with G(z)  
= H(41-I). Hence,  the  reference coefficient  of H 2 ( z )  and 
H ( z ) H ( z - ' )  is at n = 0. The  error  function  is a  weighted 
linear  combination of various  factors.  each  of  which is 
discussed  below. 

1) Stopbard: The  factor in the  error  function  repre- 

'The delay )dluei  used for the combining and s e p a m t m  banks must add 
up  to a multiple of h' to presene the  crosstalk  cancellation property ( s e e  
also [ l j ] ~ .  

senting the  stopband  characteristic  is  denoted by Esb where 

S = [ -X,  -4 U [a,?, n-] and w, is  the stopband  edge. 
Therefore, Ech is the  square  of  the  energy in the  stopband. 
This  function  has  been  used in [16] as part  of  a general 
least  squares  linear  phase FIR design. For a  zero-phase 
H(z )  with an  odd  number  of  taps  (designed  for T 1.  T 2 .  
T 4 ,  and T j ) ,  the  frequency  response  can  be  expressed  as 

H(e'") = C b(n) cos wn (17) 

where b 0) = h(0) and b(n) = 2h(n) for n # 0. The  quan- 
tity & can  be  expressed  as b'Pb where b = [b(O)  b(1) 

* * b(L)]' and P is  a  positive  definite  symmetric  matrix 
whose  entries  are  given by 

L 

, , = o  

P(r. s) = - \' cos rw cos so dw (18) 
1 
n- "a, 

for 0 5 r ,  s I L .  
Since G(;) = H(;  - I )  in  system T 3 ,  the  stopband  ener- 

gies  of  both filters are  the  same.  For a  nonlinear  phase 
H ( z ) ,  can  again  be  expressed in quadratic  form h 'Rh  
where h = [h(O)h( 1) . . h(LIT  and R is a positive defi- 
nite symmetric  matrix  whose  entries  are  given by 

for 0 5 r ,  s I L.  
2 )  Intersymbol  Interference  Distortion: At  output  ter- 

minal I ,  the  mean-square  intersymbol  interference  distor- 
tion  is  given by (1 / N ' )  E, + o  r;,(n) where t,,(n) is  the in- 
verse z transform  of  the input-output transfer  function 
T,,(z). The mean-square  intersymbol  interference  distor- 
tion  depends  on  which  output  terminal  is  considered. 
However,  given the  discussion  in  Section  IV-A.  the  trans- 
fer  function  is  the  same for many  input-output  terminal 
pairs  when  practical filters are  used.  Therefore,  the  mean- 
square  intersymbol  interference  distortion  will  be  the  same 
at many output  terminals. 

Consider  systems T 2 ,   T 4 ,  and T 5 .  As  mentioned in 
Section  IV-A, t , ,(n) is  the  same for every  terminal 1 even 
with  practical  filters.  Hence, it is  sufficient to determine 
the  mean-square  intersymbol  interference  distortion  at 
only  one  terminal.  Moreover, t,,(n) is the inverse 
z-transform  of T(z)  where T(z A) is defined in (10) for T 2  
and (14)  for T 4  and T 5 .  Therefore.  the  rnean-syuare in- 
tersymbol  interference  distortion  is  1 /4 E, + " v ' ( n N )  for 
T2  and 1 / 4  E , , tO  v 2 ( 2 n N )  for T 4  and T 5  where v(n)  = 
h(n)  * h(n)  ( *  is  the  convolution  operator). 

In  systems T 1 and T 3,  rli 112) is generally different for 
each  terminal 1 with  practical  filters.  As  mentioned in Sec- 
tion  IV-A,  these  differences  are  due  to  the fact  that  the 
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prototypes  are  not  band  limited. We  ignore  the  differences 
in t , ! (n)  and  only consider  the  terminal  at  either  a  center 
frequency  of 0 or 77. At each of  these  terminals, tli(n) is 
the  inverse z transform  of T(z) where T(z.’) is defined in 
(8) for T 1 and in (12) for  T3. Therefore,  the  mean-square 
intersymbol  interference  distortion  at  each of  these  ter- 
minals  is  1 / 4  Cn # v 2 ( n N )  for T 1  and  1 / 4  E,, + 0 w2(nN) 
for T 3  where v ( n )  = h(n) * h(n) and w ( n )  = h(n) * h( -n). 

The  factor  representing  the  mean-square  intersymbol 
interference  distortion is denoted by E,5i.  For  systems T2,  
T4 ,  and T5 .  E,,, is based on any  terminal 1. However,  for 
T  1  and T 3! Ei,, is based  on  the  terminal  at  either  a  center 
frequency  of 0 or T ,  From  the  preceding  discussion, € i s ,  

is given by ’ [h(n) * h(n)]*  for systems T 1 and T2  
n = c.V 

I 1  # 0 

[h(n) * h(n)3’ for  systems T 4  and T5 E,,, = \ n =:<x 
n # 0 

[h(n) * h (  -n)]’  for  system T3. 
n = r,V 
n # O  

(20) 
Note  that E,,, is  a  function  of b for T 1,  T2 ,  T4 ,  and T 5  
and  is  a  function of h for T3 .  

3) Crosstalk  Distortion: At output  terminal 1, the  total 
crosstalk  power  due  to  the  undesired  input  signals  is 
Pctk(l). In  developing  a  mathematical  formula  for PcIk ( l ) ,  
we assume  that  each  of  the  input  data  signals  is  zero-mean, 
white,  uncorrelated  with  other  inputs  and  has  the  same 
signal  power P,. The  crosstalk  power  at  output  terminal I 
contributed by a  signal  at  input  terminal k is gpen  by the 
input  signal  power P, multiplied by 1 / N 2  E,, t;(n) where 
tk , (n )  is the  inverse z transform  of  the  crosstalk  function 
Tkl(-7). Also,  the  total  crosstalk  power  at  output  terminal 
1 is  the  sum  of  the  crosstalk  power  contributed by each  of 
the  undesired  signals  and  is  given by 

li! 

To include  the  crosstalk  power  for  every  terminal 1,  we 
formulate  an  overall  crosstalk  factor ECIL given by . A - 1  

k f l  

v - I  v-1  

k # l  

Recall  that ak(?t) and b,(n)  are  the  impulse  responses  of 
the  kth  combining filter and  the  Ith  separation  filter, re- 
spectively.  Note  that Ectk is  a  function of b for T 1, T 2 ,  
T4,  and T 5  and  a  function  of h for T 3. 

For  computational  purposes,  the  number of  terms in- 
voved in the  expression  for E,,, can be decreased by ex- 
ploiting  the  symmetry  of  the  crosstalk  power  and  the fact 
that  there  may be some  crosstalk  functions that are  exactly 
zero.  The  total  crosstalk  power  for  output  terminal 1 op- 
erating  at  a  center  frequency w ,  is the  same  as  that  for  a 
terminal  operating  at 77 - w ,  (except  for w i  = ~ / 2  in  some 
systems).  Hence,  only  the  output  terminals  operating at 
frequencies in the  range [O .  77/21 need  be considered. 
After  taking  advantage of  the  symmetry  described  above. 
we can  further  exclude  the  terms  in Ecrk corresponding to 
the  crosstalk  functions  which  are  exactly  zero. 

4) Overall Error Function: The  overall  error  function 
to  be  minimized is the  weighted  sum  of  the  individual 
factors  relating  to  the  stopband,  mean-square  intersymbol 
interference  distortion  and  total  crosstalk  power. At  this 
point,  note  that the zero  solution ( b  = 0 or h = 0 )  is the 
global  minimum.  To  avoid  reaching $is solution. we  ap- 
pend  a  term (b   ‘b  - 1)’ or (h  ‘h  - 1)‘ to  the  overall  error 
function.  Hence,  the  overall  error  function E(b) (applies 
to  T 1, T2 ,   T4 ,  and T5) and E ( h )  (applies  to T3)  are 

E(b) = yIEJb + yzE;,, + ylEc,k + 7q(bTb - 1)’ 

E(h) = yIE,b + y&,, + y?Ect,: + ya(hrh - 1)’ (23) 

where  the yi represent  nonnegative  weighting  factors. 
With y3 = 0 (no  crosstalk  factor), the same E(b) and 
hence,  the  same  filter  results  for  systems T 1 and T 2  and 
for T 4  and T5.  

5)  Optimization Procedure: We  use a quasi-Newton 
approach [17] to get  a  local  minimum of E.  It is an  iter- 
ative  method  specified by the two  equations 

Hksk = -0 E(dk) 

dk - 1 = dk -t hkSk (24) 

where k is  the  iteration  index. Hk is the Hessian  matrix. 
sk is the  direction  of  descent, V E is the  gradient  of E .  and 
hk is  a  scaling  factor  which  specifies  the  extent  to  which 
movement  along  the  direction of descent  occurs  to  get an 
update.  Note  that d is the  vector of variables  to  be  opti- 
mized  and  is  updated in  each  iteration.  Then, d = b for 
T 1 ,  T 2 ,  T4. and T 5  and d = h for T3 .  We  express  the 
gradient V E  in closed  fornl  and  evaluate it at di in each 
iteration.  Although  the  Hessian  matrix  can be expressed 
in  closed form, we  use  the  Broyden-Fletcher-Goldfarb- 
Shanno (BFGS) update  [17]  in  each  iteration. In the  actual 
implementation, we  use  a  routine  from  the IMSL library 
[le] to  perform  the  minimization. An initial  condition is 
supplied  as  an  input.  Also,  subroutines to calculate  the 
error  function  and its gradient  are  supplied by the user. 

VI. DESIGN  EXAMPLES 
When  performing  an  unconstrained  minimization  of  the 

error  function, we use  the  optimization  procedure  de- 
scribed  above.  Note  that  the  initial  conditions  affect  the 
final  local minimum.  For  systems T 1: T2,   T4 ,  and T5 ,  
the  initial  condition we use  corresponds to  an equiripple 
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Fig. 3. Magnitude  response of the lon-pass filter  for  system T I .  The Fig.  4 .  Magnitude  response of the  low-pass  filter  for  system T3. The 
weighting factors  are (7, .  y2. y:. y4 j  = (100, 1. 1. 0.01). welghtlng  factors are (7 , .  yZ. 13. yJ = (100, I .  I .  0.01). 

linear  phase  filter  (with unity gain  at  zero  frequency)  hav- 
ing  a  frequency  response  that is a  minimax  approximation 
of  the  square  root  of a  raised  cosine  spectrum. For trans- 
multiplexer T 3 ,  the  initial  condition  we  use  corresponds 
to  an  equiripple  minimum  phase  filter  (with unity  gain  at 
zero  frequency)  that is designed by the  approach in [ 141. 
Examples  of  magnitude  response  plots  are  shown in Fig. 
3 (system T l ) .  Fig. 4 (system T3),  and  Figs.  5(a)  and 
(b) (system T4)  for the  case N = 6 and /3 = 0.52 .  Fig. 3 
shows  the  magnitude  response of a 33 tap  filter  designed 
with  weighting  factors (y,? y2, y3,  y4) = (100, 1, 1, 0.01). 
Fig. 4 shows  the  magnitude  response of a 30 tap  filter 
designed  with  weighting  factors (r, ,  yz, -y3,  y4) = (100, 
1:  1, 0.01). Fig. 5 shows  the  magnitude  responses of a 
59 tap  filter  designed  with  weighting  factors (y,, yz, y3, 
y4) = (IOU, 1. 0:  0.01) and (7,. yz, y3. y4) = (100: 1. 1 ,  
0.01), Note  that  the  magnitude  response in the  passband 
is flat to  within 0.013  dB  (Fig. 3). 0.003 dB (Fig.  4),  and 
0.014 dB  (Figs.  5(a)  and (b)). 

The  fact  that  some  crosstalk  terms  which  form  the 
crosstalk  function T k i ( z " )  are  exactly  zero is reflected  in 
the  frequency  response of the  low-pass  prototype.  Con- 
sider  Fig. 5 which shows  the  magnitude  responses of  the 
optimized filters for  system T4  with and  without  a  cross- 
talk  weight y3. The  stopband  response is significantly  dif- 
ferent  for  the  two  filters.  When  a  positive  crosstalk  weight 
is applied,  the  stopband  response  is  shaped so as  to  sup- 
press  the  nonzero  crosstalk terms. An analysis of  system 
T 4  revealed  that  none  of  the  crosstalk  functions Tkl(z.ly') 
is exactly  zero.  However,  some of  the  terms  in  the  cross- 
talk  function T k i ( z " )  are  zero.  Among  the  crosstalk  func- 
tions  in T 4  for the  case N = 6, the  terms  involving  side- 
bands  whose  center  frequencies  are  separated by n / 3 ,  
2 ~ / 3 ,  and r are  never  zero.  The  other  terms  involving 
sidebands  whose  center  frequencies  are  separated by a/6, 
n / 2 ,  and 5a/6  are  consistently  zero.  This  manifests it- 
self  in  that  the magnitude  response  in  the  stopband  around 
the  frequencies  of a / 3 ,   2 x / 3 ,  and r exhibit  a  higher  at- 
tenuation  than  neighbouring  regions. It is the  higher  at- 
tenuation  in  these  regions  that  suppress  the  nonzero  cross- 
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Fig. 5 .  Magnitude  response of the  Ion-pass  filter  for  system  T4.  (a) The 
weighting  factors  are (-,,, - y 2 ,  ? ? ,  ? a )  = (100. I ,  0, 0.01). (b) The weight- 
ing factors  are (yI. y?. y3. y,) = (100, I ,  1, 0.01). 

talk  terms.  Similarly,  transmultiplexer T 3  has  nonzero 
crosstalk  terms  involving  sidebands  separated by 2 x / 3  
when N = 6. When  the  crosstalk  weight y3 = 1, the  stop- 
band  response  of  the  resulting  filter  is  better  than  for  a 
design  with y3 = 0 about  the  frequency 2x /3 .  
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Additional  experiments  were  conducted by changing 
only  the  parameter y4 (the  weighting  factor  for  the  term 
that  avoids a zero  solution)  and  observing  the  perfor- 
mance  in  terms of  intersymbol  interference  and  crosstalk 
distortions.  The  value y4 = 0.01 was  chosen to arrive  at 
a  good  solution  in  a  reasonable  number  of  iterations.  Re- 
ducing y4 significantly  below  this  value  gives  a  local  min- 
imum  with  a  poorer  performance  (in  terms of  intersymbol 
interference and  crosstalk  distortions).  Increasing y4 be- 
yond 0.01 merely  increases  the  number  of  iterations. 

As  an  alternative  to  the  quasi-Newton  procedure,  the 
steepest  descent  algorithm  was  also  attempted  with  the 
same  initial  conditions. At  the  beginning,  there  was a 
rapid  decrease in the  error.  Then,  there  was a very  slow 
decrease in the error but  no  signs  of convergence  even 
after many iterations. 

VII. TRANSMULTIPLEXER  PERFORMANCE 

The  performance  of  the  transmultiplexers is evaluated 
and  compared  for  minimax  filters  and  for  filters  designed 
by the  method  in  this  paper.  The  transmultiplexers  have 
six  bands ( N  = 6) and use filters  having  an  excess  band- 
width  of 52% (/3 = 0.52).  For  systems  TI-T3,  the  aim 
is to achieve a minimum  stopband  attenuation of  about 40 
dB.  A  stopband  attenuation  of  about  35  dB is used  for 
systems T 4  and T 5  since an excessively  long  prototype 
would  be  required  for  a  40-dB  attenuation  when  using  the 
minimax  method. 

For  systems T 1 ,   T 2 ,   T 4 ,  and T 5 ,  a minimax  linear 
phase H ( z )  is designed by the  McClellan-Parks  algorithm 
[I31 such  that its frequency  response  approximates  the 
square  root  of  a  raised  cosine  spectrum.  The  factorable 
minimax  method  in [ 141 is  used  for T 3. The  resulting 
prototypes H ( z )  and H(z  - I )  are not linear  phase.  For  T 1 
and T 2 ,  the  prototype  has 77 taps.  For T3 ,  a 30 tap filter 
results.  For T 4  and T5, a  99  tap  prototype is used.  Equi- 
ripple  designs  are  obtained by a  weighting  function  equal 
to unity. 

We  also  design  nonequiripple  responses  for  the  trans- 
multiplexers.  For  systems T1 ,  T2 ,  T 4 ,  and T5 ,  the 
weighting  function W(w) is  unity  in  the  passband and  the 
transition  band. In the  stopband,  an  increasing  weight is 
used: 

200 
2 7  

W ( W )  = - (w - 0,) + 1 

for w , ~  I w 5 7 .  In the  case of T 3, the  factorable  mini- 
max  method  in [ 141 is  based  exclusively  on  stopband  con- 
trol and hence,  allows  for  weighting  only in the  stopband. 
We  use W(w)  as  above  for w, I w 5 T .  These  filters. 
with a stopband  attenuation  increasing  towards 7 ,  should 
achieve  a  higher  crosstalk  suppression. In all cases,  the 
minimum  stopband  attenuation  (at  the  stopband  edge)  is 
essentially  the  same  for  the  equiripple  and  nonequiripple 
filters.  However,  the  attenuation  at  the high frequencies 
for the  nonequiripple  designs is 58  dB (77 tap  prototype 
for  T 1 and T 2 ) ,  52  dB (30 tap  filter  for  T 3) and  54  dB 
(99  tap  filter  for T 4  and  T 5) .  

Using  the  new  method  involving  an  unconstrained  min- 
imization of the  error  function E. we  design  a 33 tap filter 
for  systems  T 1 and T 2 ,  a 30 tap  filter  for  system T 3  and 
a 59 tap  filter  for  transmultiplexers T 4  and T 5 .  For  sys- 
tems  T  1,  T 2 ,  T 4 ,  and  T  5,  the  initial  condition  for  the 
optimization  corresponds  to  an  equiripple  linear  phase fil- 
ter  (with  unity  gain  at  zero  frequency)  having a frequency 
response  that is a minimax  approximation  of  the  square 
root  of a raised  cosine  spectrum.  For  system T 3 ,  the  ini- 
tial condition  corresponds  to  an  equiripple  minimum  phase 
filter (with  unity gain  at  zero  frequency)  design by the 
factorable  minimax  method.  The  weighting  factors  used 
are ( y l ,  y2,  y3, y4j = (100,  1. 0, 0.01) and (100, 1, 1 ,  
0.01).  The  design  examples in  the  previo:ls  section cor- 
respond  to  those  used  here  in  the  performance  study.  The 
minimum  stopband  attenuations (at the  stopband  edge)  are 
approximately  equal  whether  crosstalk  is  taken  into  ac- 
count  or  not (y3 = 1 or y3 = 0). 

In measuring  the  performance of the  transmultiplexers. 
we consider  the  normalized  peak  distortion D, and the 
normalized  root  mean-square  (rms)  distortion DRMs for  the 
intersymbol  interference.  For the lth  terminal, D,(l) is 

Note that the  factor E,,i in  the  error  function  only  consid- 
ers  the  mean-square  distortion.  The  quantity D p ( l )  as  well 
as  DRlfS(I)  will  be  the  same  for  all  terminals  in T2 ,   T4 .  
and T 5 .  There will be some  variation  among  the  terminals 
in T 1  and T 3 .  

The  normalized  crosstalk  power at terminal I ,  DCRp(/) 
is  the  performance  measure  for  the  crosstalk. It is ex- 
pressed  as 

v- I 

c c t:(nj 
k = O  n 

The  output  signal  at  terminal 1 contains  two  components, 
one  desired term  resulting  from  the  corresponding  input 
and  an  undesired  factor due  to  crosstalk. At terminal 1, 
the power  of  the  desired  component is the  input  signal 
power P, multiplied by (1 / N ' )  C, t ; / (n) .  Dividing  the to- 
tal crosstalk  power by the power of  the desired  component 
establishes  the  normalized  crosstalk  power DCRP(l) which 
can  be  thought  of as a crosstalk  to  signal  ratio. 

Tables 11-IV show  the  values  of D p ( l ) ,  DRhfs(/)  and 
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Trmvnulltplexer 
D,t/j in  Deciheis D6,(l) i n  Declbels D,(/) In Decibels 
Minimah  Deaign  Minlmax  Daslgn 

Increasing W(u) 

D,d/) In  Declbels 

Constant W(u) 
Optimized Dealgn et, = 0 Optimized Drhign j ,  = I 

T I  -30 -29 -31 -29 -29 -30 - 5 6  -55 - 5 4  -56  -56 - j 6  
T 1  
T .3 --m -39 -39 - m  

-56 - 5 4  -S6 
-48  -48 -99 -49 -49 -92 

T I  -26 - 2 4  -26 - 2 3  -23 -23 - 5 6  -56 - j h  - 5 7  -57 - 5 7  
-78 -X? 

T 5  -26 -26 -26 -23 -23 -23 - 5 6  -56  -56 -56 -54 -56  

-30 -30 -30 -29   -29   -29  - 5 6  -56 -56 

T I  -36 -34 -31 -34 -34 -34 
T 2  
T 3  
T 4  
T 5  

-60 -60 -60 -60  -60 -60  
-36 -36 -34 -34 -34 -34 -60 -60 - 6 0   - 4 0  -40 -6(1 
-a. -45 -45 --m -54 -54 -105 -57 - 5 7  -96 -X3 -88  
-31 -31 - 3 1  -31 -31  -31 - 62 -62 -62 -63 -63  -63 
-31 -31 -31 -31 -31 -31 -42 -62 -62 -62 -61  -62 

T I  -41 -47 --o: -70  -70 -CR -87  -87 --53 

T 2  -47 -47 -47  -65 -45 -45 -70  -70 -70 -81 -X7 
T 3  -39 - 4 0  -41 -47 -49 -48  -46 -48 -45 -74 -11 -73 

- 87 

T J  
T 5  

- 2 5  -25 -25 -40  -40 -40 -54 -54 -54 -65 -65   -65  

-65 -65 --CC 

- 2 4  -26 -26  -43 -44  -41 -49  -50 -52 -40  -60 -61 

DcRp(l) (in  decibels)  for  the  transmultiplexers  when N = 
6. Only  the  values  for  the first three  output  terminals  are 
provided  since  symmetry  gives the same  results  for  the 
other  three  terminals.3  We  proceed  to  analyze  the  results 
and compare  the  two  design  methods. 

A .  Intersymbol  Interference  Suppression 
In  Section IV-A, we  identified  two  potential  sources of 

intersymbol  interference.  These  are 1) the  limitation  of 
the  design  procedure  in  giving  filters  such  that  the  Nyquist 
criterion is not  exactly  satisfied  and 2 )  the  fact  that  the 
prototypes  are  not  band  limited.  These  causes  of  inter- 
symbol  interference  are  reflected  in  Tables I1 and 111. In 
the forthcoming  analysis,  we  refer  to  these  sources of  in- 
tersymbol  interference  as  source (1) and  source (2). Also, 
our observations  are  confined to  the first three  terminals 
of the  transmultiplexers.  However,  these  observations will 
hold for the  corresponding  last  three  terminals  due  to 
symmetry. 

'Sote that  for s)s tem T 5  with y >  = 1. the optmiration  algorithm did 
not converge.  A  fisup m o l b e d  using only the  crosstalk  terms having side- 
bands separated by no  more  than + / 2 .  

First,  consider the  minimax  designs.  Source (1) is the 
only  potential  cause  of  intersymbol  interference in sys- 
tems T 2 ,  T 4 ,  and T 5  and  at  terminal 0 of T 1  and T3 .  
There is no  intersymbol  interference  at  terminal 0 of T 3  
since  the  factorable  minimax  method  assures  a  Nyquist 
characteristic.  For  the  other  cases,  a  minimax  design that 
approximates  the  square  root  of  a  Nyquist  characteristic 
leads  to  intersymbol  interference.  Regarding  terminals 1 
and  2  of  transmultiplexer T 1 ,  both sources (1) and ( 2 )  
contribute  to  intersymbol  interference.  However,  the 
small  variation  in  the  values  of Dp and DRMs for  T 1 shows 
that  source ( 2 )  is  not severe. At terminals 1 and  2 of T3, 
only  source ( 2 )  contributes  to  intersymbol  interference. 
The low normalized  peak  and rms distortions  for  termi- 
nals 1 and  2  of T 3  again  show  that  source ( 2 )  is not  se- 
vere. In fact, T 3 outperforms  the  other  systems  indicating 
that source (1) is the dominant  cause of intersymbol  in- 
terference.  Applying  an  increasing  frequency  weight in 
the  stopband  does  not  affect  the  normalized  peak  and rms 
distortions  significantly  except  for  terminals 1 and 2 of 
system T 3. An enhanced  stopband  response  (due  to  in- 
creasing  frequency  weight)  diminishes  the  effect  of  source 
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(2)  and  leads  to  lower  normalized  peak  and  rms  distor- 
tions  at  terminals 1 and 2 of  system T 3 .  

Now,  consider  the  optimized  design  for  systems T 1 ,  
T 2. T 4 .  and T 5 .  Source (1) leads  to  intersymbol  inter- 
ference in all  the  systems.  Source  (2)  only affects termi- 
nals 1  and 2  of  the  system T 1.  However,  source (1) is  the 
dominant  cause  of  intersymbol  interference.  This  is  ex- 
emplified by the  fact  that  there  is  very  little  variation in 
the values  of D p  and DRMs for T 1 .  The  normalized  peak 
and  rms distortions  are  not significantly  different for  the 
cases yi  = 0 and y3 = 1.  

In the  case  of  an  optimized  design  for T 3,  the  intersym- 
bo1 interference  at  terminal 0 is  only  due to source ( I ) .  
However,  both  sources  (1)  and  (2) affect terminals 1 and 
2 .  In  contrast to systems T 1 ,   T 2 ,   T 4 ,  and T5,  source  (2) 
is the  major  cause  of  intersymbol  interference.  This is re- 
vealed by the  large  difference in the  normalized  peak  and 
rms distortions  for  terminals  1  and 2 compared  with  ter- 
minal 0. The initial condition  used in the  optimization 
corresponds to a  filter H ( z )  that  assures  exact  zero  cross- 
ings  in  the impulse  response of H ( z ) H ( z  - I ) .  The  use  of 
this  initial condition  results in an  optimized filter H ( z )  that 
sacrifices the  zero  crossing  property  of H ( z )  H ( z  - I ) .  How- 
ever,  the  resulting  intersymbol  interference  distortion  is 
very  low  at terminal 0. A crosstalk  weight (y3 = 1)  leads 
to more  distortion  at  terminal 0 and  less  distortion  at  ter- 
minals 1 and 2 compared  to  the  case y3 = 0. For terminals 
1 and 2  of T 3 ,  the  band-limitedness  property  is  used  to 
cancel  terms in the  input-output  transfer  function  involv- 
ing  sidebands  whose  center  frequencies  are  separated by 
2 ~ / 3 .  Source (2) contributes  to  intersymbol  interference 
at these  terminals.  The  enhanced  stopband  attenuation 
about 2 ~ / 3  that results  from  the use of  a  positive  cross- 
talk  weight  diminishes  the effect  of source  (2).  This re- 
sults  in  a lower  intersymbol  interference  distortion  at ter- 
minals 1 and 2.  

B. Crosstalk  Suppression 
The  QAM  systems  (T  I-T 3) generally  achieve a  much 

lower  normalized  crosstalk  power  than  the  VSB  trans- 
multiplexers ( T 4  and T5)  primarily  because  QAM  sys- 
tems  exhibit  many  more  crosstalk  functions  that  are  ex- 
actly  zero.  An  exception  arises  for the optmized  design 
with y3 = 0. In  this  case. T 4  and T 5  achieves  a  lower 
normalized  crosstalk  power  than T3.  However, this oc- 
curs by  using  a  filter  in T 4  and T 5 that  has  more  taps  and 
a better  overall  stopband  response  than the  filter  used in 
T 3 .  Also,  we  notice  that  the  crosstalk  power  is  exactly 
zero  for  terminal 2  of T 1 .  Among  the  QAM  systems, T 1 
and T 2 outperform T 3  but  at  the  expense  of  more filter 
coefficients  (the  disparity in  the number of coefficients is 
much  more  for  the  minimax  designs). For a minimax  de- 
sign,  an  increasing  frequency  weight  diminishes  the 
crosstalk  power  as  anticipated.  For  the  optimized  design, 
a  positive crosstalk  weight (y3 = 1) results  in  a substan- 
tially lower  crosstalk  power  than  for a zero  crosstalk 
weight. 

C. Comparison of Minimax and  Optimized  Designs 
The  new  optimized  design  approach  is  highly beneficial 

for  systems T 1, T 2 ,   T 4 ,  and T5.  A much  lower  inter- 
symbol  interference  and  crosstalk  distortion is achieved 
(even  with  a  crosstalk  weight  of  zero)  with  many  fewer 
filter taps  as  compared  to a minimax  design.  In  addition, 
the  optimized  design  allows  for  the flexibility of taking 
crosstalk  into  account by setting y1 > 0. 

For the peformance  study  of  system T 3, the number  of 
filter  coefficients for  the  minimax  and  optimized  designs 
are  the  same.  Moreover,  the  minimax filters serve  as  ini- 
tial  conditions  for  the  optimized  design.  The  main  advan- 
tage  of the optimized  design  over  the  minimax  design  pri- 
marily  lies  in  using  a  positive  crosstalk  weight to 
substantially  diminish  the  crosstalk  power.  The  optimized 
filters designed  with  a  positive  crosstalk  weight  lead to a 
lower  crosstalk  distortion  (at  all  terminals)  and a lower 
intersymbol  interference  distortion  (at  terminals 1 and  2) 
as  compared  to  minimax  filters.  Without a crosstalk 
weight,  there is  no clear  advantage of the  optimized  de- 
sign.  In  fact,  the  factorable  minimax  approach  with  an 
increasing  stopband  weight  and  the  optimized  design  with 
y3 = 0 lead to a similar  performance.  Finally, in contrast 
to  the  minimax  approach,  an  optimized  design will  not 
give  an H ( z )  such that H ( z )  H(: - I )  is a  Nyquist  filter  with 
exact  zero  crossings  thereby  resulting in residual  inter- 
symbol  interference  at  terminal 0. 

VIII.  FILTER DESIGN FOR SUBBAND SYSTEMS 
Given  the  design  methods  for  the  transmultiplexers.  we 

now attempt to find out  whether  these  methods  also  carry 
over to the  complementary  subband  systems.  The  com- 
plementary  subband  systems  have  an  input-output  rela- 
tionship X ( z )  = (1 / N )  T(z. ' )X(z)  if the  prototypes  are 
band  limited  where T(Z.') is  defined in (8), ( lo),  (12),  and 
(14). In addition  perfect  reconstruction  is  accomplished 
by satisfying  the  Nyquist  criterion.  With  practical  proto- 
types,  there  is  residual  aliasing in that  the  input-output 
relationship  becomes k(z) = (1  / N )  T(z . ' )X(z )  + terms 
due to aliasing. In a practical  design,  the  stopband  edge 
frequency  is  restricted  as in  the case of transmultiplexers. 
Given  the  input-output relationship,  the  minimax  design 
approaches  carry  over  to  the  subband  systems.  In formu- 
lating a suitable  error  function,  the  factors Esb. and Eibi 
and  the  factor  that  avoids a zero  solution ((b'b - 1)' or 
(h'h - 1)') are  the  same  as  for  the  transmultiplexers. 
The  remaining  question  is  about  how to take  aliasing  into 
account. In general,  the  output  of a  subband  system  is  a 
combination of a  filtered input  and filtered  frequency 
shifted  versions  of  the  input.  Even  for a  zero-mean  white 
input,  the filtered input  is  correlated  with  the filtered fre- 
quency  shifted  versions  of  the  input.  This  makes it diffi- 
cult  to  express  the  total  power  at the  output  due  to  aliasing 
in relation to the power  of  the  desired  component  due to 
the  input  especially  for  an  arbitrary N .  However, filters 
can  be  designed by  minimizing  the  error  function  having 



the  factors Esb, EIsi and  the  factor  that  avoids  a  zero SO- 
lution.  The filters that  were  previously  designed  with y3 
= 0 can  be  used  in  the  complementary  subband  systems. 

The  subband  systems SI to  S5  were  tested  using  the 
optimized  low-pass  prototypes.  The  subband  systems  have 
six  bands N = 6. The  filters  have  a roll-off factor /3 = 
0.52  and  are  designed  with (y , ,  yz, y3, y4) = (100, 1, 0, 
0.01). For SI and S2: the  prototype  has 33 taps.  For  S3, 
a 30 tap filter results.  For  S4  and  S5,  a  59  tap  prototype 
is  used. An  input  with  a flat frequency  spectrum is applied 
to each  of  the subband  systems.  The  frequency  spectrum 
of  the  output  signal  is flat to  within  about 0.03 dB  (sys- 
tems S 1  and  S2),  0.15 dB  (system  S3), 0.05  dB  (system 
S4) and 0.08 dB  (system S 5 ) .  

A subband  system  with  two  bands  which  accomplishes 
a  natural  cancellation  of  aliasing  is  the  focus  of [5], [ 191. 
The  error  functions  are  weighted  linear  combinations of 
two  components.  The first component is the  stopband  en- 
ergy  which  in  [5]  is expressed  as  an  integral  and  which  in 
[ 191 is  approximated  as  a  sum  over  a  dense  grid.  The  sec- 
ond  component  is  the  mean-square  distortion  at  the  out- 
put.  The  actual  expressions in  [5] and [ 191 differ  in  that  a 
time  domain  approach is used  in the  former  and  a  fre- 
quency  domain  approach is used  in  the  latter.  The  error 
function  for  our  subband  systems  consisting  of  a  weighted 
linear  combination  of  the  terms Esb, E,,i and  the  term  that 
avoids  a  zero  solution  is  based  on  a  time  domain  approach 
as in [ 5 ] .  

IX.  SUMMARY AND CONCLUSIONS 
This  paper  studies  performance  aspects of  the  trans- 

multiplexers  synthesized in [ 11. First,  the  practical  limi- 
tations  concerning  the  input-output  transfer  function  and 
the  crosstalk  functions  limit  the  performance.  The  inter- 
symbol  interference  is  not  exactly  cancelled  since  practi- 
cal filters are  not  band  limited  and  the  Nyquist  criterion 
need  not  be  exactly  satisfied. Also,  the  crosstalk  functions 
need  not be  exactly  zero  since  practical  filters  are  not  band 
limited.  The  crosstalk  terms in Tk, (zx)  that  involve  spec- 
tral  overlap  with  band-limited  prototypes  continue  to  be 
cancelled  with  practical  filters.  Moreover,  it is shown  that 
many  crosstalk  functions  are  zero  independently  of  the 
low-pass  prototype.  The QAM systems  exhibit  many  more 
zero  crosstalk  functions  than  the  VSB  transmultiplexers. 

A new  design  procedure  for  an  FIR  low-pass  prototype 
is formulated  such  that  the  practical  degradations  due  to 
intersymbol  interference  and  crosstalk  are  taken  into  ac- 
count.  The  design  procedure  involves  the  optimization of 
an  error  function  that is perfomed by a  quasi-Newton 
technique.  The  function  proposed is based  on 1) achiev- 
ing  a  low  stopband  energy, 2) suppressing  the  mean- 
square  intersymbol  interference,  and  3)  diminishing  the 
crosstalk  power.  With  an  initial  condition  corresponding 
to  a  low-pass  filter  with  an  approximate or exact  square 
root  Nyquist  frequency response,  the  resulting  optimized 
filter leads  to  low  intersymbol  interference  and  crosstalk 
distortions. 

The  performance  of  the  five  transmultiplexers  was 
compared  for  both  minimax filtes and  the  optimized  filters 
resulting  from  the new design  approach.  The  intersymbol 
interference  distortion is generally  the  lowest  for  system 
T 3. This  is  due  to  the  fact that for  T  3,  a  minimax  design 
leads  to filters that  exactly  satisfy  the  Nyquist  criterion 
and  the  optimized  design  uses  minimax filters as  the  ini- 
tial  condition.  The  normalized  crosstalk  power  was  ob- 
served  to  be  generally  lower  for the QAM systems  as 
compared  to  the VSB systems. 

In  comparing  the  design  methods,  we  observed  that 
lower  intersymbol  interference  and  crosstalk  distortions 
with fewer  filter  coefficients  are  achieved by the  opti- 
mized design  when  compared to minimax filters in  the 
case of systems T I ,  T 2 ,   T 4 ,  and T 5 .  Therefore,  the  opti- 
mized  design  is  preferred  for  T 1, T 2 ,  T 4 ,  and T5 .  In the 
case  of T 3 ,  the  advantage of  the  optimized  design  lies in 
using  a  crosstalk  weight.  This  leads  to  a  much  lower 
crosstalk  power  than  the  minimax  design  for  the  same 
number  of filter coefficients. Also, the  resulting  intersym- 
bo1 interference  distortion  is  very  low  although  the  Nyqu- 
ist criterion  is  not  exactly  satisfied by the  optimized  de- 
sign.  When no  crosstalk  weight is applied,  the  optimized 
and  minimax  design  approaches  lead  to a similar  perfor- 
mance.  For T3 ,  there  is  a tradeoff  between achieving  a 
very  low  crosstalk  distortion  (optimized design)  and  ex- 
actly  satisfying  the  Nyquist  criterion  (minimax  design). 

The  complementary  nature of transmultiplexers  and 
subband  systems  allow  for  the  conversion  of  the  trans- 
multiplexers  into new subband  systems.  The  minimax  de- 
signs  for  the  transmultiplexers  carry  over  to the subband 
complements.  Moreover,  the  optimized  designs  without  a 
crosstalk  weight  also  carry  over  to  the  subband  comple- 
ments. 

APPESDIX 
NUMBER OF EXACT  CROSSTALK  CANCELLATIONS FOR A 

SPECIFIC  CASE 
Consider  a  center  frequency w, that is an  even  multiple 

of 2 x / N  (excluding 0 and T )  in system T 1 with N being 
a  multiple  of 4. For  a  signal  sent  at o,, exact  crosstalk 
cancellation  with  other  signals  set  at  odd  multiples  of 
2 a / N  is achieved.  Since  there  are N / 4  frequencies that 
are  odd  multiples  of 2 a / N  and  two  signals  are  sent at 
each  of  these  frequencies,  a  total  of N / 2  crosstalk  func- 
tions  are  exactly  zero. In T 1, there  are  a total  of (N - 
4)/4 center  frequencies  that  are  even  multiples  of 2a /N .  
The  crosstalk  between  the  signal  sent  at w, and  one of  the 
signals  sent  at  other  frequencies  that  are  even  multiples of 
27r/N  will  be  zero  depending  on  the  delay  factors.  Fur- 
thermore,  the  crosstalk  between the two  signals  sent  at w, 
will  be  exactly zero.  Now,  we  have  an  additional ( N  - 
4) /4  crosstalk  functions  that  are  exactly  zero  bringing  the 
total  to (3N - 4)/4.   In  addition, the  crosstalk  between 
one  of  the  signals  sent  at w,. and  the  singles  sent at 0 and 
T will  be  exactly zero  depending  on  the  delay  factors. 
Depending  on  the  signal  sent  at w,, the overall  number of 
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exact  crosstalk  cancellations is either ( 3 N  - 4) /4 or (3N Nyquist  filters  for  data  transmisslon  systems."  Signal  Processing, VOI. 

+ 4)/4. 18, pp.  327-339,  Nov.  1989. 
[15]  R.  P.  Ramachandran  and  P.  Kabal,  "Transmultiplexers:  Perfect re- 
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