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Abstract 

In this article, we devise a fidelity criterion for quantifying the degree of distortion introduced by a speech coder. 
An original speech and its coded version are transformed from the time-domain to a perceptual-domain using an 
auditory (cochlear) model. This perceptual-domain representation provides information pertaining to the probabil- 
ity-of-firings in the neural channels. The introduced cochlear discrimination information (CDI) measure compares 
these firing probabilities in an information-theoretic sense. In essence, it evaluates the cross-entropy of Ihe neural 
firings for the coded speech with respect to those for the original one. The performance of this objective measure is 
compared with subjective evaluation results. Finally, we provide a rate-distortion analysis by computing the 
rate-distortion function for speech coding using the Blahut algorithm. Four state-of-the-art speech coders with rates 
ranging from 4.8 kbi t /s  (CELP) to 32 kbi t /s  (ADPCM) are studied from the view-point of their performances (as 
assessed by the CDI measure) with respect to the rate-distortion limits. 

Zusammenfassung 

In diesem Beitrag erstellen wir ein Kriterium for die Wiedergabegflte eines Sprachkodierers das den Verzer- 
rungsgrad quantifiziert. Originale und kodierte Sprache werden mit Hilfe eines Modells des Geh6rgangs yon dem 
Zeitbereich in eine "Wahrnehmungsbereich" transformiert. Die Darstellung in dem Wahrnehmungsbereich liefert 
die Ziindungswahrscheinlichkeiten in den Nervenbahnen. Das vorgestellte Geh6rgangsunterscheidungsmafl ver- 
gleicht diese Ziindungswahrscheinlichkeiten in informationstheoretischer Hinsicht. Im Prinzip vergleicht es die 
gegenseitige Entropie der Ziindungswahrscheinlichkeiten ffir die kodierte Sprache mit denen des Originals. Die 
Ergebnisse dieses objektiven Mal3es werden mit subjektiven Einsch~itzungen verglichen. Schliel31ich geben wit eine 
Rate-Verzerrungsanalyse indem wir die Rate-Verzerrungsfunktion for Sprachkodierung mit Hilfe der Blahut 
Methode berechnen. Vier der modernsten Sprachkodierer mit Bitraten von 4.8 kbi t /s  (CELP) bis 32 kbi t /s  
(ADPCM) werden auf ihre Leistung (gegeben durch das Geh6rgangsunterscheidungsmal3) mit Blick auf Ra te -  
Verzerrungsgrenzen untersucht. 
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R~sum~ 

Dans cet article, nous d6finissons un crit6re de fid61it6 pour quantifier le degr6 de distorsion introduite par un 
codeur de parole. Un signal vocal original et sa version cod6e sont transform6s du domaine temporel dans le 
domaine perceptuel utilisant un mod61e auditif (cochlEaire). Cette representation dans le domaine perceptuel 
fournit une information li6e aux probabilit6s de d6charges dans les canaux neuronaux. La mesure de discrimination 
cochl~aire introduite ici compare ces probabilit~s de dEcharges au sens de la thEorie de l'information. En essence, 
elle 6value l'entropie croisEe des d6charges neuronales pour la parole cod~e par rapport ?~ celle de la parole 
originale. La performance de cette mesure objective est compar~e ~ des r6sultats d'6valuation subjective. Finale- 
ment, nous fournissons une analyse d~bit-distorsion en calculant la fonction dEbit-distorsion pour le codage de la 
parole en utilisant l'algorithme de Blahut. Quatre codeurs de parole performants avec des d6bits allant de 4.8 kbit/s 
(CELP) ~ 32 kbit/s (ADPCM) sont ~tudi6s du point de vue leurs performances (telles qu'~valu~es par la mesure de 
discrimination cochlEaire) par rapport aux limites dEbit-distorsion. 

Key words: Auditory (cochlear) model; Distortion measure; R6nyi-Shannon entropy; Discrimination information; 
Rate-distortion function 

1. Introduct ion 

In a typical source coding problem, a continu- 
ous-time continuous-amplitude bandlimited sig- 
nal is sampled in the time domain at or above the 
minimum sampling rate required. This time-dis- 
cretized signal with amplitude having continuous 
probability density function has an infinite en- 
tropy. To transmit the output of such a source 
and to recover it exactly, a communication chan- 
nel of infinite capacity is required. In practice, 
every channel, due to perturbation by noise, has a 
finite capacity. Thus, it is not possible to transmit 
the output of a continuous source over any chan- 
nel and recover it exactly (Blahut, 1987). Accept- 
ing the fact that there will inevitably be some 
distortion, a typical source coder minimizes it by 
removing deliberately some information which is 
deemed "not  very important" to the destination. 
The extent to which the information should be 
removed depends on the bit-rate of the coder; 
the lower the bit-rate, the more information is 
needed to be removed. 

In speech communication, the ultimate recipi- 
ent of information is a human being and hence 
h i s /he r  perceptual abilities govern the precision 
with which speech data must be processed and 
transmitted. Thus, to reduce the amount of dis- 
tortion, the speech data can be modified by an 
intentional removal of some information in accor- 
dance with the limitations of the auditory system. 
Determining "what is not very important" to the 

auditory system and "how the auditory system 
assesses" the relative importance of information 
is the primary task involved in devising a distor- 
tion measure for speech coders. 

The sound quality of a given speech coder can 
best be evaluated by listening to it. However, an 
extensive subjective testing of speech coders is 
difficult to administer, time-consuming and often 
found to be inconsistent (due to the non-repeata- 
bility of human responses). An objective quality 
measure suitably defined could thus play an im- 
portant role in the evaluation as well as in the 
design of a low bit-rate speech coder. Such a 
distortion measure should be computable from an 
original speech waveform and its coded/dis tor ted  
version; and should also conform to the results of 
a subjective measure (Quackenbush et al., 1988). 
One important advantage of distortion measure is 
that its repeated application at different time 
under different environment gives the same per- 
formance. To measure the degree of correlation 
between the defined objective measure and a 
standard subjective measure, a correlation coeffi- 
cient is often used as an indicator. 

Speech coders operating at several standard- 
ized data rates are available to "match" to the 
capacities of communication channels. These en- 
coders vary from the view point of coder architec- 
ture, the type of features encoded, the number of 
bits allocated to the features and so on. This wide 
variety of encoding algorithms introduces a broad 
range of linear and nonlinear coder distortions. 
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All of these distortions are not equally perceived 
by the auditory system. As a consequence, if we 
can devise a distortion measure incorporating the 
human perception mechanism, then that can be 
used to evaluate the performances of different 
speech coders. 

The performances attained by various speech 
coding systems can be compared with absolute 
bounds derived from ra te-dis tor t ion theory which 
provides a mathematical  foundation for source 
coding. With a particular source and a defined 
distortion measure,  it is possible to derive a 
ra te-dis tor t ion function which determines the 
lowest achievable rate for a specified amount  of 
the coder distortion. Defining an appropriate  dis- 
tortion measure can thus facilitate determining 
the true lower limit of the coder rate for attaining 
a particular speech quality. 

Furthermore,  a distortion measure can help 
the design procedure of speech coders in three 
ways: 

(a) An analysis-by-synthesis type speech coder 
has two parts - an analysis stage and a synthesis 
stage. From the stochastic codebook, all (in the 
case of an "opt imal"  coder) or selectively chosen 
some (in the case of a "subopt imal"  coder) en- 
tries are used along with the inverse formant and 
pitch filters to synthesize several coded speech 
signals. Finally, the index of that codebook entry 
is transmitted which results in the minimum dis- 
tortion as measured by the defined fidelity crite- 
rion. This way, a distortion measure can be very 
much instrumental in selecting a "p rope r "  excita- 
tion codebook entry. 

(b) With a limited number  of bits available per 
second, a bit allocation to different feature pa- 
rameters  is necessary. The bit allocation strategy 
adopted for an 8 kb i t / s  coder can neither be 
scaled down for a 4 kb i t / s  coder nor be scaled up 
for a 16 kb i t / s  coder directly. The "relat ive" 
importance of the information to be transmitted 
plays a significant role. In the design phase, the 
distortion measure  can be used for improving the 
bit allocation policy of a particular speech coder, 
be it a waveform coder, an analysis-by-synthesis 
coder or a vocoder. 

(c) While designing a speech coder, an appro- 
priate distortion measure  not only helps in mak- 

ing a sound bit allocation policy, but also in 
"popula t ing"  (also called "training") the code- 
book. In the training phase, determining the cen- 
troid for each class with the defined distortion 
measure results in the design of an "op t imum"  
(at least in the local sense) codebook. If the 
distortion measure properly reflects the percep- 
tual importance of information, then a fixed size 
codebook designed in this way will also be filled 
up with the entries which contain "perceptual ly 
more important"  information. 

In this article, we propose a distortion mea- 
sure for speech coders using an auditory 
(cochlear) model. This measure is used for study- 
ing the performance of different speech coders, 
and also for providing a ra te-dis tor t ion analysis. 
In Section 2, we discuss some of the existing 
subjective and objective (the time-domain, the 
frequency-domain as well as the perceptually- 
motivated) distortion measures.  Section 3 de- 
scribes the auditory system, discusses a cochlear 
model and defines a perceptual-domain. Section 4 
introduces the idea of the cochlear discrimination 
information, a perceptual cross-entropy measure- 
based fidelity criterion for speech signals, and 
provides the test results with relevant remarks. 
Section 5 provides a ra te-dis tor t ion-theoret ic  dis- 
cussion by characterizing the source-dest inat ion 
pair, computing the ra te-dis tor t ion function with 
the Blahut algorithm and studying the perfor- 
mances of four speech coders. 

2. Exist ing distort ion m e a s u r e s  

Some of the existing subjective and objective 
distortion measures are outlined below. 

2.1. Subjectit'e measures 

Subjective quality measures can be classified 
into two primary categories (Hecker and Williams, 
1966): utilitarian and analytic. The utilitarian 
measures are based on a unidimensional scale 
whereas the analytic measures typically use more 
than one dimension for determining the per- 
ceived quality. With either of the classes, an 
extensive listener training procedure is needed to 
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ensure the reliability of these tests under differ- 
ent test environments. 

The utilitarian measures often address the 
speech intelligibility and the articulation aspects 
separately. The intelligibility tests are scored by 
the percentage of correct understanding of the 
meaning conveyed by the transmitted speech, 
while the articulation tests are evaluated by the 
percentage of correct recognition of the sounds, 
words or sentences. The most widely used utili- 
tarian-type subjective measure is the mean opin- 
ion score (MOS) (Quackenbush et al., 1988), in 
which the listeners rate the speech under test on 
a five point absolute scale (rate 5: imperceptible; 
rate 4: just perceptible, but not annoying; rate 3: 
perceptible and slightly annoying; rate 2: annoy- 
ing, but not objectionable; rate 1: very annoying 
and objectionable). Since the listeners have free- 
dom to interpret the scale-ratings in their own 
way, the MOS score provides an agglomerative 
measure value for different types of coder distor- 
tions. 

One popular analytic-type measure is the diag- 
nostic acceptability measure (DAM) (Voiers, 
1977). The DAM evaluates a speech signal on 
sixteen separate scales (covering the signal qual- 
ity, the background quality and the overall qual- 
ity), all of which have a range from 0 to 100 
points. Signal degradations such as fluttering 
(amplitude modulated speech), thin (high pass 
speech), rasping (peak clipped speech), inter- 
rupted (packetized speech with "glitches"), nasal; 
background noise such as hissing (noise masked 
speech), buzzing (tandemmed digital system), 
babbling (narrow band system with errors), rum- 
bling (low-frequency noise masked speech); and 
overall qualities such as intelligibility, pleasant- 
ness, acceptability are all extensively considered 
in the DAM test. 

2.2. Objective measures 

The most traditional time-domain measure is 
the signal-t0-noise ratio (SNR) which does not 
correlate well (a correlation coefficient p of 0.24 
that too measured only for the waveform coders) 
with subjective evaluation results (Quackenbush 
et al., 1988). This failure is quite obvious from the 

fact that a pair of antipodal tone signals has a six 
dB SNR difference, but the perceptual quality 
difference is not audible. A segmental SNR 
(SNRseg) measure (Mermelstein, 1979) which 
gives an average of the SNR values [in dB units] 
computed over the speech segments (each seg- 
ment being of the order of 128 samples) has been 
found to have a p of 0.77 across a wide range of 
waveform coder distortions. In segments where 
an original speech has almost no signal compo- 
nents, any amount of noise would generally give 
rise to a large negative SNR for that segment 
affecting the measure considerably. To alleviate 
this problem, several variations of this measure 
such as the frequency-weighted segmental SNR 
(Quackenbush et al., 1988), the granular segmen- 
tal SNR (McDermott  et al., 1978), etc. have been 
suggested. 

The spectral distortion measures, in general, 
have been found to be more reliable than the 
time-domain measures as they are less sensitive 
to the occurrence of time misalignments between 
the original and the coded speech. Using the 
notion of one-step linear prediction error and 
spectral factorization, an Lp norm-based log 
spectral distortion (LSD) measure is defined 
(Gray et al., 1980) between two log spectral den- 
sities. A modified version of this measure is re- 
cently proposed in (Halka and Heute,  1992), 
where the measure's kernel is not the spectral 
distance of the input and the output signals, but 
the distance of the output-spectrum and the spec- 
tral representation of the nonlinear distortions. 
In the coherence function measure (Kubichek, 
1991), the speech frames are first divided into 
four groups based on the four amplitude quar- 
tiles. The power spectra of the original and the 
coded signals and also the cross-power spectrum 
are computed. Finally, a measure value is given 
by averaging a defined objective function over all 
the frames and all the quartiles. The I takura-  
Saito distortion (dls) measure (Itakura and Saito, 
1968), which involves maximum likelihood spec- 
tral estimation, is one of the widely used distor- 
tion measures. In this measure, the power spec- 
trum is most heavily weighted where its magni- 
tude is the largest. Variants of this measure such 
as the frequency-weighted dls (Chu and Messer- 
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schmitt, 1982), the cosh measure (Gray et al., 
1980) etc. are also available in the literature. 

Among the parametr ic  distortion measures,  the 
log likelihood ratio distance (Crochiere et al., 
1980) is one which is calculated assuming that a 
speech segment can be represented by an autore- 
gressive LPC model and computing the predic- 
tion residual energies. A log-area ratio measure is 
defined using the reflection coefficients k,n which 
are relatively less spectrally-sensitive to quantiza- 
tion (except when their magnitudes are near  
unity). This measure shows a relatively bet ter  
performance with a p of 0.62 (Quackenbush et 
al., 1988). In (Coetzee and Barnwell III ,  1989), a 
multiobjective functional measure is formulated 
using the line spectral frequency parameters  in 
determining the spectral peak locations, energies, 
bandwidths, etc. for the original and the distorted 
speech frames. A correlation coefficient of 0.78 is 
obtained with this measure.  Computat ional  effi- 
ciency and a high correlation with the L 2 norm- 
based LSD measure have made the cepstral dis- 
tance measure very popular  (Kitawaki et al., 
1988). With the cepstral coefficients three times 
the number  of LPC parameters ,  this measure 
shows a p of 0.80. A unifying framework for 
viewing different distortion measures in the cep- 
stral domain is studied in (Lee, 1991). 

A perceptually-motivated information index 
measure is proposed in (Lalou, 1990) which di- 
vides the spectrum into sixteen critical bands, 
treats them as independent  channels and applies 
empirical frequency weights and hearing thresh- 
olds for each band. An auditory model-based 
algorithm which computes the probability of de- 
tection of the noise as a function of time for 
noise-corrupted audio and music signals is intro- 
duced in (Paillard et al., 1992). Schroeder et al. 
(1979) have described a method for calculating 
the signal degradation based on the measurable 
propert ies of the auditory perception. Motivated 
by this work, recently, a series of psychophysical 
experimental curves are invoked in (Wang et al., 
1992) to define a Bark spectral distortion (BSD) 
measure.  The original power spectral density (in 
Hz) is t ransformed to a critical band density (in 
Bark) and " smeared"  by a prototype critical band 
filter. Then, the sound pressure levels (SPL) in 

dB is translated to the loudness levels in phons 
followed by a phon-to-sone conversion and a Bark 
spectra comparison (Wang et al., 1992). The suc- 
cess of this measure has exhibited the advantage 
of considering important perceptual  events while 
formulating a distortion measure.  

Devising a distortion measure involves conceiv- 
ing a transformation operator  for mapping the 
signals onto a "suitable" domain and formulating 
a comparison method in a "meaningful"  sense 
(De and Kabal, 1992a). We argue that neither the 
t ime-domain nor the frequency-domain, in isola- 
tion, can capture all the details of the perceptual  
event. Accordingly, in the proposed distortion 
measure,  several details of the auditory, process- 
ing involved in speech perception are imbibed in 
the transformation of speech signals onto a per- 
ceptual-domain. Subsequently, these perceptual  
domain parameters  of the original and the coded 
speech signals are compared in an information- 
theoretic sense. The fundamental  difference be- 
tween our approach and the BSD measure is in 
considering the temporal  masking phenomenon 
and addressing the issue of the "cause"  rather 
than that of the "effect" involved in the speech 
perception. In other words, instead of considering 
the important perceptual  effects observed, we 
emulate the auditory system as it is and use it in 
the formulation of our distortion measure.  

3. Auditory representation 

We desire to deal with an accurate description 
of the human perception as far as possible. But at 
the same time, since the computationat  speed of 
the model is also of importance, we prefer using a 
functional model of the auditory system. In the 
following, we describe the human auditory system 
briefly and discuss about the perceptual-domain 
representat ion of speech signal using Lyon's 
cochlear model. 

3.1. Auditor), system 

An ear consists of three sections: the outer 
ear, the middle ear and the inner ear. The outer 
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ear channelizes the sound waves into the ear 
canal. This 2.7 cm long ear canal acts as a quar- 
ter-wavelength open-organ pipe whereby the first 
resonance occurs at around 3,000 Hz. The middle 
ear with three dense bones (malleus, incus and 
stapes) acts as an acoustic transformer to match 
the airborne-sound impedance of the outer ear to 
the fluid-borne sound impedance of the inner 
ear. When low-frequency ( <  500 Hz) sounds of 
more than 85-90 dB SPL reach the eardrum, an 
acoustic reflex occurs due to which the middle 
ear also provides some automatic gain control 
(AGC) effect (O'Shaughnessy, 1987). 

The spiral-shaped cochlea (inner ear) converts 
the mechanical vibrations at its oval window in- 
put into the electrical excitations on its neural 
fiber outputs. Between the cochlear duct and the 
scala tympani is the basilar membrane (BM). The 
stiffness of the BM varies smoothly over its length. 
It is stiff and thin at the basal end (where the 
sound enters), but compliant and massive at the 
apical end (the ratio of stiffness between ends 
exceeds 100). Therefore,  the cochlea near its base 
is most sensitive to high frequency sounds and as 
the wave travels down the cochlea, lower and 
lower frequencies are sensed. The prime feature 
of the cochlea is that energy in the acoustic wave 
is separated by frequency and each place in the 
cochlea responds best to one frequency, termed 
as its characteristic frequency (CF). There  is es- 
sentially no phase delay in pressure along the BM 
and no significant amount of wave energy is re- 
flected (Flanagan, 1972). The band-pass fre- 
quency responses corresponding to different 
places, as found by Nobel-Laureate Von BEkdsy, 
were rather broad and later M6ssbaur's gamma- 
ray-based experiment has suggested much sharper 
frequency responses (Moore, 1989). These band- 
pass filters have an almost constant Q-factor, 
thereby implying a fixed ratio of the center fre- 
quency to the bandwidth for all of them. 

On the top of the BM (within the organ of 
Corti), there are about 30,000 sensory hair cells 
on which the auditory neurons terminate. The 
fans of the cilia sticking out of the inner hair cells 
resist the BM motion. When the cilia are bent 
one way, the inner hair cells stimulate the neu- 
rons whereas no simulation is generated when 

the cilia are bent the other way. Thus, the inner 
hair cells act as half-wave rectifiers for the veloc- 
ity of the BM motion (Flanagan, 1972). The fre- 
quency resolution along the BM is best at lower 
frequencies (apical end), whereas the time resolu- 
tion is best at higher frequencies (basal end). This 
is primarily due to the fact that a hair-cell at- 
tached to a high-CF location on the BM "fires" 
(i.e., generates impulses) in response to a broader 
set of frequencies than does a low-CF hair cell 
(Lyon, 1982). 

Studies on the cochlear echo and the oto- 
acoustic emission suggest that the BM behaves as 
an active system and the transfer characteristics 
of the BM system vary depending on the input 
signal level. This is attributed to the fact that the 
outer hair cells interact with the BM motion. 
Sounds with high SPLs are effectively diminished 
whereas sounds with low SPLs are enhanced by 
the "superregenerative active" mechanisms of the 
outer hair cells (Allen, 1985). An important as- 
pect of hearing is the phenomenon of auditory 
masking in which the perception of low-energy 
sound is obscured by the presence of a high-en- 
ergy sound (Penner, 1979). The outputs of the 
band-pass filters may be viewed as zero-mean 
"carrier" signals which are "amplitude-demod- 
ulated" by the half-wave detection nonlinearity. 
The phenomenon of auditory masking can thus 
be justified by the "threshold effect" phe- 
nomenon (Carlson, 1986) as observed in the enve- 
lope detection process of AM signals. 

Effects of the outer hair cells can be emulated 
by automatic gain control (AGC) stages and some 
kind of inter-stage coupling of these AGCs can 
simulate the auditory masking feature. Any gain 
control effect (i.e., amplification or compression) 
is not instantaneous and the time required to 
adapt to any input signal is dependent  on the 
signal level (Lyon, 1982). Depending on the re- 
sulting signal energy, the nerve endings attached 
to the hair cells are stimulated. This produces 
all-or-none electrical firings which are propa- 
gated axonally to the brain following an ascend- 
ing auditory pathway (Flanagan, 1972; Allen, 
1985). Unfortunately, the exact neuroelectrical 
representation of the sound stimuli at the higher 
level is not sufficiently understood. 
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3.2. Lyon's cochlear model 

The interpretation of the auditory system as a 
spectrum analyzer goes back to Helmholtz (1954) 
in the last century. The timing or volley theory 
states that low sound frequencies such as those 
corresponding to the fundamental frequency of 
speech, are perceived in terms of time-synchro- 
nous neural firings from the BM apex. On the 
other hand, the place theory suggests that, espe- 
cially for higher frequencies such as those in the 
formants of speech, the spectral information is 
decoded via the BM locations of the neurons that 
fire most (Geisler, 1988). Current trend in model- 
ing the auditory system is to combine the volley 
theory with the place theory. Such models for 
representing speech in the auditory periphery 
falls into one of four broad classes (Greenberg, 
1988): rate/place,  synchrony/place, synchrony/ 
quasi-place and synchrony/place-independent. 

The ra te /place representation (Sachs et al., 
1988) assumes that the average rate be roughly 
proportional to signal amplitude over the fre- 
quency range related to the response area of an 
auditory nerve fiber. Although this representa- 
tion, in general, functions well at low (<  50 dB) 

sound pressure levels (SPL) [Note: 0 dB SPL = 
10-16 W/cm2], it may not delineate the spectral 
peaks sharply in the presence of background noise 
even at amplitudes for which speech intelligibility 
is unimpaired. The synchrony/place representa- 
tional form (Seneff, 1988) is based on the neural 
synchrony and requires the system to possess 
some knowledge of the tonotopic affiliation 
(characteristic frequency) of each fiber with which 
to evaluate its temporal firing pattern The spa- 
tio-temporal responses appear as traveling waves 
that begin at the base of the inner ear. The 
traveling waves produced by different frequencies 
decay at CF locations in an orderly way along the 
spatial axis. The combined effects of the quick 
amplitude decay and phase shifts produce a se- 
ries of discontinuities parallel to the temporal 
axis. The synchrony/quasi-place model (Shamma, 
1985), in the form of a lateral inhibitory network, 
considers simultaneous activity across adjacent 
channels. A proposition that a spectral represen- 
tation based on the synchrony need not be con- 
cerned with the tonotopic identity of the auditory 
nerve fibers gives rise to the synchrony/place- 
independent model (Ghitza, 1987). This works 
satisfactorily only for high (> 85 dB) SPL as the 

OUTER EAR 

MIDDLE EAR 

PREEMPHASIS 

I 

Fig. 1. Block diagram of Lyon's cochlear model ( " H W R "  stands for the half-wave rectifier and " A G C "  stands for the automatic 
gain controller). 
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temporal information concerning formant fre- 
quencies are distributed over a broad range of 
frequency channels. 

We believe that a synchrony/quasi-place 
model is most appropriate for our work as it 
could operate satisfactorily for high, medium or 
even low signal levels. Consequently, we adopt 
one such synchrony/quasi-place model as pro- 
posed by Lyon (1982) and described by Slaney 
(1988). This model separates complex mixtures of 
sounds mainly by segregating different frequen- 
cies into different places, but also by preserving 
enough time resolution to separate the responses 
to different pitch pulses. By a detailed separation 
of sounds along the time and frequency dimen- 
sions, Lyon's cochlear model as shown in Fig. 1 
paves way for a robust speech analysis technique. 
Here,  we describe the model in six steps. 

Step 1 (Outer-and-middle ear tilter): The outer- 
and-middle ear effectively adds a slight high-pass 
response to the system. Assuming that the input 
speech signals are sampled at a frequency fs of 
8,000 Hz, a simple first-order high-pass discrete- 
time filter with a corner frequency of 300 Hz is 
designed to model roughly the effects of the 
outer and the middle ear. The frequency re- 
sponse of this filter HoM(z), plotted in Fig. 2, is 
given by 

( 1 -  exp[ - 2rr 830@0 ] z)  

H o M ( Z )  = (1 - e x p [ - Z z r ~ ]  z)~=, 

= 4.76375( 1 - 0.79008 z ). (1) 

This filter has unity gain at DC (i.e., at z = 1). 
For simplification, the AGC mechanism of the 
middle ear via stapedial reflex is not modeled 
here (Pickles, 1982). 

Step 2 (Notch filters and resonators): The cochlea 
is best described by a continuous differential 
equation (Deng, 1992); however, it can be mod- 
eled by an ensemble of discrete stages in cascade. 
Lyon, in his proposed cochlear model, uses such 
discrete-place approximation. An implementation 
of the discrete-place stages involves combining a 
series of notch filters that model the traveling 
pressure waves with a series of resonators that 
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model the conversion of pressure waves into BM 
motion (Lyon, 1982; Slaney, 1988). The notch 
filters operate at successively lower frequencies 
so that the net effect is to low-pass filter gradu- 
ally the acoustic energy which are collected by 
the resonators corresponding to different places. 
We consider here sixty-four stages (covering up to 
4,000 Hz) in cascade, each having a different 
frequency sensitivity representing the associated 
resonance and is characterized by the respective 
filter transfer function. 

The notch filters and the resonators are ap- 
proximated by biquadratic filter transfer func- 
tions. Each of the notch filters has a high-Q 
zero-pair near a low-Q pole pair whereas each of 
the resonators has a zero at DC with a high-Q 
pole pair located between the previous and the 
next notch filter zero-pairs. Several models of the 
cochlear mechanics include a micromechanical 
"second filter" for a resonance in the organ of 
Corti that contributes a zero pair slightly below 
the BM resonance (Hall, 1980). Presently, this 
not-so-well-accepted feature is left out. This can 
easily be incorporated in this model by putting 
another zero pair in the resonator section. 

Step 3 (Cascade design of stage filters): The com- 
bination of the notch filters and the resonators 
can be implemented in cascade/paral le l  form as 
shown in Fig. 1. However, to reduce the computa- 
tions, the notch and the resonator filters of each 
stage can be integrated into a single ear-filter 
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stage. The locations of the poles in the resonator  
filters are chosen to be at the same locations as 
the poles in the succeeding notch filter• This way, 
the zeros from each notch filter and the poles 
from a resonator and the next notch filter are 
integrated to yield a single ear-filter stage (Sla- 
ney, 1988). 

The composite transfer function of each ear- 
filter stage is an asymmetric band-pass function• 
W~r(f~), the 3-dB bandwidth of a band-pass filter 
with center frequency fc, is defined as 

v'?g + 
W e a r ( L )  - - - ,  ( 2 )  

O e a r  

where the ear-break frequency feb is 1,000 Hz 
and the constant Q-factor for all the band-pass 
filters Q ~  is 8. In conformance to psychoacousti- 
cal data, four successive ear-filter stages are over- 
lapped within the 3-dB bandwidth of any one 
ear-filter and thus we have S~ar, reciprocal of the 
number  of overlapping ear-filter stages, as 0.25. 
Finally, the following parameters  are obtained for 
any ear-filter stage corresponding to a particular 
characteristic frequency: 

Lo 
Lp=L, Ocp= W~ar(fc) ' 

L~ =L + Wo.r(L)SoarZo.; 

(3) 

f c z  

Q c z  = h e a r  W e a r ( L  ~ ' 

(4) 

where f~p and f ~  are the center frequencies of 
the associated poles and zeros of a particular 
ear-filter stage having center frequency f o  The 
center frequency of the associated zero is an 
extra stage higher than that of the pole. Thus, the 
Zof f, a factor that determines how far the zero is 
offset from the center frequency of the ear-filter 
stage, is chosen to be 1.5. Q c p  and Qc~ are the 
Q-factors for the corresponding poles and zeros 
and the paramete r  h . . . .  which determines how 
much sharper the notch (zero) is than the res- 
onator  (pole), is selected to be 5.0. 

The ear-filter stages are indexed from 1 (corre- 
sponding to the highest frequency) to 64 (corre- 
sponding to the lowest frequency) and the center 
frequency of each stage decreases by Sea r (here, 
0.25) times the bandwidth of the previous stage. 
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Wear(f, :) versus f~ of all the sixty-four ear-filter 
stages are plotted in Fig. 3 where we observe that 
limt'~.~oW~ar(f~) ~ f~b /Q .... = 125. 

Step 4 (Other adjustments in stage filters): To 
implement  the zeros at DC for every resonator, a 
differentiator is required for each stage. Since all 
the filtering used is linear, the differentiator (a 
term of the form 1 - z )  can be placed just once 
before the ear cascade. In addition, the differen- 
tiator is combined with a zero at the Nyquist rate 
(1 + z) to compensate  for the close spacing of the 
poles near  z = - 1  for high frequency. The fre- 
quency response for this combined filter is given 
a s  

//comb (Z)  = 0.5(1 -- Z2), (5) 

with unity gain at one-quarter  of tbe sampling 
frequency. 

In the cascade form, each of the ear-filter 
stages is implemented by a combination of two 
poles and two zeros. After  the pole-zero integra- 
tion, a pair of poles of the first stage is left aside. 
Thus, the ear-filter is redefined with an initial 
stage H(z) which combines the effects of the 
outer-and-middle ear HoM(z)  and tile differen- 
t iator-compensator  Hcomb(Z) with the two poles 
of the first stage filter. The transfer function of 
this initial stage filter becomes 

H ( z )  

( - 0 . 7 7 3 5 6  + 3 . 9 1 4 4 2 j ) ( 1  - 0 . 7 9 0 0 8  z ) (  1 - z 2 ) 
= 

0 . 6 7 5 2 3  + 1 . 6 4 3 4 2  z + z 2 ( 6 )  
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The gain of an ideal differentiator is propor- 
tional to frequency. Preceding all stages of the 
ear-filter with a single differentiator causes the 
lower frequency stages to have a much lower 
output than the preceding stages. While within a 
single stage, it is desired to add a term that is 
proportional to frequency, the effect of differen- 
tiator at each stage is adjusted so that it has unity 
gain at the center frequency of the corresponding 
stage. Typical frequency responses for three ear- 
filter stages with center frequencies as 499 Hz, 
1,013 Hz and 2,509 Hz are shown in Fig. 4. 

Step 5 (Half-wave rectification): The exact shape 
of the half-wave nonlinearity is not obvious; there 
are proposals for ideal as well as soft half-wave 
(Schroeder and Hall, 1974) rectification. In this 
work, an ideal half-wave rectifier is considered. 

Step 6 (Coupled automatic gain controllers): The 
effects of the BM and the hair cell nonlinearity 
are taken care of adequately by lumping them 
into a gain control mechanism. Other  nonlinear 
effects, such as the cubic difference tones, etc., 
are assumed to be relatively unimportant to nor- 
mal hearing (Flanagan, 1972). 

The most important adaptation mechanism in 
sensory systems is lateral inhibition by which the 
sensory neurons reduce their own gain as well as 
the gain of the others nearby. A logarithmic or 
simple non-coupled AGC mechanism does not 
adequately handle wide variations of energy 
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Fig. 5. A typical automatic gain control (AGC) stage. 

across the frequency dimensions. Therefore,  Lyon 
(1982) proposed a coupled AGC that adapts in 
the frequency domain. One such coupled AGC, 
as described in (Slaney, 1988) is shown in Fig. 5. 
Each stage is coupled directly only to its neigh- 
boring stages. However, in principle, any stage 
can affect all the other stages having an effect, 
perhaps, decaying exponentially with distance 
from it (Lyon and Dyer, 1986). The gain offered 
to an input in an AGC stage varies between 0 and 
1, and this gain factor is determined based on the 
previous states of the current, the left and the 
right stages as well as the previous output value. 

The time constant of the coupled AGC is 
made dependent  on the signal level. A cascade of 
four AGC blocks with different time constants, 
simulating the different adaptation times in the 
ear, are used (Slaney, 1988). A longer time con- 
stant implies that the AGC takes longer to re- 
spond to the input. Each AGC attenuates the 
incoming signal so that, under steady-state condi- 
tion, it remains below the target value corre- 
sponding to that AGC. The target parameters ( t)  
and the time constants ( r )  of the four AGC 
blocks, respectively, are chosen as 0.0032, 0.0016, 
0.0008 and 0.0004 units (on the same scale, the 
amplitude of a signal with + 120 dB SPL is as- 
sumed to be unity) and 640 ms, 160 ms, 40 ms 
and 10 ms. The r parameters as indicated in Fig. 
5 are related to the r parameters as 

1 
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For any one of the sixty-four stages, a typical 
steady-state response of the four cascaded A G C  
blocks is depicted in Fig. 6. 

3.3. Perceptual-domain representation 

The outputs of the cochlear model vary over 
only about two orders of magnitude as the input 
signal varies over the entire range covering the 
threshold of hearing to the threshold of pain. The 
neurons are attached to the hair cells at different 
places along the cochlear partition and they "f i re"  
(i.e., generate all-or-none electrical spikes) based 
on the gain-controlled signals as sensed by the 
corresponding hair cells. Essentially, these neural 
firing events are communicated from the auditory 
system to the brain through a large number  of 
neural fibers. These neural pathways are termed 
hereaf ter  as the "neural  channels" so as to keep 
conformity with the other communication chan- 
nels. Although these neural fibers are spread 
densely along the BM, since we consider sixty-four 
discrete-place stages, we would visualize that all 
the neurons could be classified into sixty-four 
characteristic neural channels. 

The normalized cochlear model output  pro- 
vides the probability-of-firing information in these 
sixty-four neural channels at each clock time. 
Here,  the normalization is done with respect to 
the maximum possible output  value (i.e., 0.000213 
unit as shown in Fig. 6) of the four cascaded 
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A G C  blocks and the clock time is chosen to be 
same as the sampling time, i.e., 125 Ixs. Since we 
do not know the exact firing process, the neural 
activity patterns can be presented in a cochlea- 
gram matrix form which gives the probability-of- 
firings in all the neural channels for all the clock 
times. In our work, this auditory representat ion is 
referred to hereafter  as the perceptual-domain 
(PD). We assert that, to devise a distortion mea- 
sure for speech signals, the original and the 
coded /d i s to r t ed  signal should be compared in 
this perceptual  (time-place) domain, rather  than 
just in the time or in the frequency domain. 

4. Cochlear  d i s cr iminat ion  in format ion  measure  

In the previous section, we have addressed the 
issue of representing speech signal in a percep- 
tual-domain (PD). This PD representat ion is a 
sequence of N-dimensional (in our work, N = 64) 
vectors at the clock times within a speech signal. 
Each of the N neural channels may be conceived 
as communication channels with an input alpha- 
bet of size two, i.e., firing and non-firing. Due to 
the lack of our knowledge about the exact neural 
conversion process, we compare  the probability 
distributions for firing and non-firing, derived 
from an original and a coded signal, to quantify 
the degree of distortion. The discrimination in- 
formation which has emerged as a powerful tool 
(Kullback, 1959) for measuring the "closeness" of 
two probability density or distribution functions is 
applied here for defining a cochlear discrimina- 
tion information (CDI)  measure (De and Kabal, 
1992a). The CDI measure,  in effect, determines 
the amount of new information (the increase in 
neural source entropy) associated with the coded 
signal when the neural source entropy associated 
with the original speech is known or vice versa. 
Here,  we formulate the CDI measure and study 
speech coder performances with it. 

4.1. Distortion computation 

Let P be a set of probability measures  defined 
on a measure space ~<J) for a discrete informa- 
tion source with an alphabet of size J. The 
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R6nyi-Shannon entropy H~(P) for such source 
with P = {Pl,  P2 . . . . .  Ps} is given as (Acz61 and 
Dar6czy, 1975) 

l -  j ~  pj log pj, a = 1, 

5 - - - -  log , a>~O, a v ~ l .  
~ l - - O l  ~ j = l  ] 

(8) 
It has been shown in (Acz61 and Dar6czy, 1975; 
R6nyi, 1970) that 
1. Ha(P) is a continuous positive decreasing 

function of a and is also continuous in P. 
2. H,(P) is always non-negative and Ha(P)= 0 

if and only if all of the pj's except one are 
equal to zero. 

3. Ha(P) is strictly concave with respect to P for 
0 < a ~< 1; i.e., H~,(AP' + 1 - AP") >~ AH,,(P') 
+ (1 - A)H,(P") ,  VP', P" and all A ~ (0, 1). 

4. Convexity or concavity of H,~(P) with respect 
to P depends on J for a > 1. 
Now, let us consider one neural channel for a 

specific clock time. Since there are only two events 
possible (i.e., firing and non-firing), the measure 
space can be written as 

C~(2) ~ { p : p =  ( P l ,  P 2 ) ;  P l ,  P2 ~> O; 

P l  + P 2  = 1}. (9)  

Appendix A shows that with P ~ S  p(2), Ha(P) is 
strictly concave with respect to P not only for 
0 < a  ~< 1, but also for 1 < a  ~< 2. Thus, here we 
consider a values in the range [0, 2) which en- 
sures a global maximum of H,~(P) for p~ =P2 = 
1/2.  

In this work, the time-domain speech repre- 
sentation 3-  is mapped onto the PD ~ using 
Lyon's cochlear model ~.  Mathematically, this 

mapping ~ can be expressed as .~: 3- ~ :~'. The 
PD representation d for an original speech sig- 
nal can be written in a matrix form as 

[ P11 P12 " ' "  PIN] 

P~1 P22 " " " P2N 

ag = PI . , (10) 

, P.2 "'" P~NI 
-] 

with n clock times and N neural channels. An 
element Pk~ of the matrix s¢' implies that P~kl 
and P2kt = 1 - P l k t  are the firing and the non-fir- 
ing probabilities for the k-th neural channel at 
the l-th clock time corresponding to the original 
speech signal. Similarly, let qlkt and q2kt = 1 -  
qlkl be the firing and the non-firing probabilities 
for the coded /d i s to r t ed  speech. Accordingly, the 
directed divergence (a form of the discrimination 
information measure) between P~t and Qkt can 
be written as (R6nyi, 1970) 

2 ( & k , ] ,  
E Pjkl log - -  a = 1, 

j = 1 qjkl ] 

D,~( P~,i; QI") = 1_ ( ~ P)~t ) 
( a  1) log ~ , 

j= 1 qjk! 
a>O, a4=l. 

(11) 

This measure is not a metric as it does not satisfy 
some of the conditions required for it to be a 
metric: (a) the symmetry condition [D~(Pk/; Qkl) 
is not the same as D~(Qkl; P~/) when Pkl and Qkl 
are different]; and (b) the triangle inequality [the 
sum of  the measures  D,(Pkl ;  Qkz) and 
D,(Qkl; Rkt) may be greater than, equal to or 
less than D,(Pkt; Rkt) for any three probability 
distributions Pkt, Qkt and Rkl]. However, the 
satisfaction of the non-negativity condition allows 
it to be considered as a fidelity criterion (even 
though it is not a metric). We define the directed 
divergence measure of order a for 0 < a ~< 2, the 
range in which Ha(P) has been shown to be 
concave with respect to P e~(2). 

For simplicity, we assume that the neural firing 
events in different channels and at different clock 
times are independent. Thus, the neural sources 
corresponding to the N neural channels and the 
n clock times form a product source, i.e., 

~ ' =  X X o'/~ lc>~(2), (12) 

with × as the cartesian product of the probability 
spaces, 5 ¢ - { 1 ,  2 . . . .  ,n} and .7,(-{1, 2 , . . . , N =  
64}. Under this assumption, the probability distri- 
bution of the product source is the product of the 
probability distributions of the individual sources 
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(Blahut, 1987) and the directed divergence values 
are additive, i.e., 

D~(P; Q) = ~ Y'~ D~(Pk,; Qkt). (13) 

The satisfaction of (13), along with the non-nega- 
tivity of the directed divergence for a />  0, are 
shown in Appendix B. 

One generalized form for the directed diver- 
gence measure is the f-divergence (Acz61, 1978) 
based on which the distortion measure can be 
defined as 

2 ~[ Pjkl ] 
Dge.(P;Q)= 2 Y'. 2qjkH|U--I, (14) 

l ~.2,'~ k ~,Z/ j=  l \ t t jkl  / 

where f ( . )  is a convex function. This specializes 
to the directed divergence with a = 1 (also known 
as the Kul lback-Leibler  divergence) if f ( x )=  
x log x; to the x2-divergence (Acz61, 1978) if 
f ( x ) = ( x - 1 ) 2 ;  to the K-directed divergence 
(Lin, 1991) if f (x)  =x log{2x/(1 +x)} and to the 
variational distance (Rao and Nayak, 1985) if 
f (x)  = ] x -  1 ]. It may be noted that there exist 
relationships among many of these measures (e.g., 
a lower bound for the Kul lback-Leibler  diver- 
gence in terms of the variational distance is given 
in (Toussaint, 1975). In this work, we also use a 
"symmetr ized"  divergence measure S~(P; Q) de- 
fined as 

S,(P; Q) = D , ( P ;  Q) + D ~ ( Q ;  P ) .  (15) 

The divergence measures based on the entropies 
other than the R6nyi-Shannon type can also be 
studied. One such common example is 

2 

c, , (P;o)= E 2, 
(16) 

based on the Havrda-Charva t  entropy ELs(P)  
given as (Rao and Nayak, 1985) 

= 2 1 - Z . ( 1 7 )  

j = l  

In order to maintain the boundedness of the 
measure,  in general, we impose a condition that 
the probability of firing or non-firing for the 
original and the coded signal cannot be a c o m -  

plete certainty or uncertainty; and accordingly we 
associate a 1-  or a 0 + probability, as appropriate.  

4.2. Experimental results 

Twelve speech utterances, of 1-2 sec durations 
and spoken by male as well as female, were 
considered for the test. Digitized versions of these 
speech sentences (listed in Appendix C) were 
stored in audio-files having SNR of 50 dB approx- 
imately. Each of these original utterances were 
passed through six different code-excited linear 
prediction (CELP)-type speech coders. 

No database containing various types of 
coded /d i s to r t ed  speech with accompanying MOS 
ratings was available to us. Also, we did not 
a t tempt  to develop MOS ratings as it implies 
substantial cost and considerable time. Obtaining 
such a subjective scale involves the great difficulty 
of repeatability and elimination of biases and 
artifacts - especially without well-understood an- 
chors. The quantization distortion unit (QDU),  
defined as the quantity of distortion subjectively 
equivalent to that of a single encoding of 64 
kb i t / s  PCM, has often been used in practice as a 
distortion measure.  Recent  tests, however, indi- 
cate that the Q D U  may not be as stable and 
dependable as once it was thought to be 
(Kubichek, 1991). Considering all these aspects, 
we decided to administer an informal subjective 
test against which the objective measure results 
were judged. 

In this subjective test, twelve listeners ranked 
six different coded versions (two with 8 kb i t / s  
coders C1, C2 and four with 4.8 kb i t / s  coders 
C3, C4, C5, C6) of all the twelve speech utter- 
ances. The overall perceptual  quality of the coded 
signals was designated as the basis for the order 
of their preferences. Subsequently, we carried out 
an objective evaluation of these coded signals 
with reference to the original speech signal by 
considering eight variations of the proposed fi- 
delity criterion. These measures were '.as follows: 
1. the directed divergence with a = 1 [ D l(P; Q)], 
2. the directed divergence with c~ = 1.5 

[D1.5(P; Q)], 
3. the directed divergence with a = 2 [D2(P;  Q)], 
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4. the symmetrized divergence with a = 1 
[S,(P; Q)], 

5. the variational distance [V(P; Q)], 
6. the x2-divergence [x2(p ;  Q)], 
7. the K-directed divergence [K(P ;  Q)] and 
8. the Havrda-Charvat  entropy-based C1.5-diver- 

gence [C1.5(P; Q)]. 
A comparison of the informal listening test 

results and the objective measure values leads us 
to make the following remarks. 

4.2.1. Performance of objective measures 
In Fig. 7, the time-domain waveforms and the 

spectrograms of an original and three coded ver- 
sions of a typical speech sentence, say, "Oak is 
strong and also gives shade" (with 18,800 sam- 
pies), are shown. Table 1 provides average distor- 
tion measure values per clock time (with a base-10 
logarithm, wherever applicable) for the aforesaid 
speech utterance. We also tabulate the values of 
corresponding SNRseg as well as SNR with and 
without scaling ("scaling" implies multiplication 
of all the coded speech samples by an appropri- 
ate factor so as to maximize the SNR value). 

In Table 2, we provide subjective and objective 
measure values per clock time for each of the 
sentences. The subjective rankings (6 for the best 
and 1 for the worst) are averaged over the rank- 
ings made by the twelve listeners. These scores 
are average ordinal numbers and not the absolute 

Table 1 
Different measure  values for three coded signals (with three 
different 4.8 kb i t / s  speech coders) with reference to the 
original speech ut terance F3 (" x "  indicates that the objective 
measures  for "oakf8f" and "oakf8k" do not agree with the 
subjective rankings) 

Measure  type oakf8f oakf8k oakf8b 

Subjective ranking Best Good Poor 

D~(P; Q) 2.721 2.756 4.273 
Dx.5(P; Q) 4.492 4.540 6.916 
D2(P; Q) 6.751 6.812 10.165 
S~(P; Q) 2.730 2.760 4.285 
v(P; Q) 8.777 8.845 11.454 
x 2 ( p ;  Q) 17.326 15.486 19.111 x 
K(P; Q) 0.795 0.806 0.909 
CI.5(P; Q) 0.077 0.083 0.117 
SNR (without scaling[dB]) 8.724 9.178 -2 .597  x 
SNR (with scaling [dB]) 8.979 9.334 0.009 x 
SNRseg [dB] 6.815 7.080 -2 .004  x 

quality scores. For each of the twelve utterances 
and six coded versions, the average ranking scores 
are mentioned in the first column (marked "S"). 
As an example, if a coded signal is given a score 
of "6" by eight listeners, a score of "5" by three 
listeners and a score of "4" by one listener, the 
"S"  value becomes ( 6 x 8 + 5 × 3 + 4 x l ) / 1 2  
= 5.58. 

On the other side, we have computed the eight 
variations of the CDI measure values. However, 
here we tabulate only the D1(P; Q) measure 

Table 2 
Subjective and objective measure  values for coded signals with reference to the corresponding original speech ut terances ( M 1 - M 6  
(male) and F 1 - F 6  (female) are speech ut terances  [given in Appendix C], C1 -C6  are speech coders, "S"  denotes  the average 
subjective ranking scores and " D l "  gives the directed divergence measure  values with a = 1) 

Sent. C1 C2 C3 C4 C5 C6 

S D 1 S D 1 S D 1 S D I S D 1 S D l 

M1 5.75 2.569 4.92 2.662 4.17 2.703 2.58 2.741 2.58 2.744 1.00 4.931 
M2 5.50 2.630 5.17 2.651 4.25 2.678 2.75 2.702 2.25 2.793 1.08 4.817 
M3 5.75 2.573 5.17 2.623 4.00 2.720 2.58 2.753 2.33 2.782 1.17 4.333 
M4 5.00 2.672 5.67 2.654 4.25 2.716 2.50 2.752 2.58 2.747 1.00 4.776 
M5 5.75 2.578 5.17 2.627 3.83 2.692 2.67 2.725 2.50 2.759 1.00 4.833 
M6 5.58 2.621 5.25 2.666 3.83 2.696 2.75 2.719 2.42 2.760 1.17 4.669 
F1 5.67 2.607 5.00 2.671 4.25 2.695 2.33 2.801 2.58 2.751 1.17 4.722 
F2 5.67 2.612 5.00 2.678 3.91 2.737 2.67 2.766 2.50 2.774 1.25 4.285 
F3 5.50 2.619 5.17 2.648 4.25 2.721 2.50 2.756 2.25 2.771 1.33 4.273 
F4 5.41 2.661 5.25 2.649 4.17 2.700 2.75 2.729 2.17 2.793 1.25 4.562 
F5 5.50 2.653 5.50 2.658 3.83 2.743 2.33 2.797 2.50 2.765 1.33 4.414 
F6 5.67 2.602 4.83 2.674 4.08 2.694 3.08 2.701 2.17 2.791 1.17 4.379 



A. De, P. Kabal /Speech  Communication 14 (1994) 205-229 

4000 i , SpectPocJ~an. F i l e , =  USER2:[i?E TrIP]OAKFB.AUD~ , , 

3000 . . . . . . . . . . . . .  . . . . . . . . . . . . . . .  z .  

lOOO i : ~ t ~ ,  ~ i .  :~:,~ :~, : ~ ~ : > :~  

O 4 8 FRAMES xlO 3 12 16 
4000 . , , Spectrocjr~am. F i l e , =  USER2:[O.E.TMP]OAKF,SB.AUO| 

i 

1000 ' ~ :  ~ " : ~  :~!,~ , ;~.".  : :  . . . . .  

0 ' 4' ' 8 FRAMES x l O  3 1,2 ' 16' ' 
4 0 0 0 [  ' i , Spectrocjr~an. F i l e  ,= OffER2: [E~E.TMP]OAKF,eF.AUDI , , - 

2 
• 4 ' 8 FRAIIES xlO 3 1'2 ' 16' ' 

4000 , SpectrocjP, am. F i l e  ,= USER2: [qE.TMP]OAKF,BK.AUO I 

~o0o - .... .-;,~ ~ :~ . . . . . . . .  ~ !~  : l i  , ...... . .  ~ ~ . . . . . .  i~  i ~  ~ 

I 0 0 0  ' ; '  "~ "~ ~ ;: " ; ~  ~ "  

4 ' 8 FRAMES xlO 3 I'~ ' 16' ' 

xlO 3 

1 

T i n e  wave~or~. F i l e  = USER2:[OE.TMP]OAKFS.AUO I 

-1 

0 

x 1 0 3  

0 

xlO 3 

4 8 FRAMES xlO 3 12 16 
Time uaveforM. F i l e  = USER2:[OE.TMP]OAKFBB.AUD , 

,~ ' ,; ~A,~E'~ , ,o~  ~'~ ' ~'~ ' 
T i m e  wavet 'oPm. F i l e  = USIrR2ICOE.TMP]OAKFSF.AUO; 

- I  

0 
xlO 3 

I 

4 B FRAMES xlO 3 12 16 
Time wave?or~. F i l e  = USER2:[OE. TMP]OAKFSK.AUO| 

- I  

0 4 8 FRAMES xlO 3 12 16 

F ig .  7. T i m e - d o m a i n  w a v e f o r m s  a n d  s p e c t r o g r a m s  o f  a n  o r i g i n a l  a n d  t h r e e  c o d e d  s p e e c h  s i g n a l s ;  " O a k  i~ 

shade "'. 

2 1 9  

4 

~trc>n L" elnd (I/,~'o gqt'cs 



220 A. De, P. Kabal / Speech Communication 14 (1994) 205-229 

y X  

(b) 
Fig. 8. The discrimination measure  profiles ( J  = 2): (a) the directed divergence with ot = 1; (h) the directed divergence with a = 2. 

values (in the second column marked "DI" )  as an 
example and make general remarks about the 
other measures. It is emphasized that the lower 
the amount of additional information (cross-ent- 
ropy), the better is the signal quality of the coded 
speech with reference to the original one. In 
Table 2, we observe that with the utterance M1, 
the C4, C5 coders and with the utterance F5, the 
C1, C2 coders were ranked same subjectively. 
Objective measures have shown slight preference 
towards C4 coder for M1 and towards C1 coder 
for F5. Besides that, for the utterance F4, the 
subjective and objective rankings were in contra- 
diction for the coders C1, C2. 

Over the test sentences, the human rankings 
were found to be almost consistent with the mea- 

sures DI(P; Q), D1.5(P; Q), Dz(P;  Q) and 
SI(P; Q); and satisfactorily consistent with the 
measures K(P; Q) and C1.5(P; Q). Furthermore, 
the D,(P; Q) class of the measures has shown 
conformance to subjective evaluation results 
where the SNR measure (with or without scaling) 
and also the SNRseg measure have failed. How- 
ever, the V(P; Q) and the x Z ( P ;  Q) measures 
often disagreed with the subjective rankings, es- 
pecially when two coded signals were very close 
in their perceptual quality. 

4.2.2. Effect of different entropies 
The D~(P; Q) and the D2(P; Q) measure pro- 

files for one neural channel at a particular clock 
time are presented in Fig. 8 where the X-axis is 

y X  

(b) 
Fig. 9. The discrimination measure  profiles ( J  = 2): (a) the X 2 divergence; (b) the variational distance. 
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the probability-of-firing for the original signal, 
the Y-axis is the probability-of-firing for the coded 
signal in the same channel and the Z-axis is the 
corresponding measure.  It was noticed that the 
value of c~ in the D~(P; Q) measure class has a 
consistent but small effect on its performance.  
For finer classification (i.e., classifying two coded 
signals almost equal in their perceptual  quality), 
it has been found to be useful to apply an a 
value larger than one to increase the dynamic 
range of the measure values. It has also been 
observed that the measures based on the Rdnyi -  
Shannon entropy show bet ter  performance than 
that based on the Havrda -Charva t  entropy. 

4.2.3. Effect of gain changes 
The x2(p; Q) and V(P; Q) measure profiles 

with the same X, Y and Z axes as in Fig. 8 are 
shown in Fig. 9. In addition to the A G C  nonlin- 
earity, all the measure profiles (except the 
V(P; Q)) exhibit nonlinearity and the measure 
values are relatively very small in the neighbor- 
hood of the X = Y region. This also makes them 
insensitive to small gain changes. We speculate 
that a linear profile of the V(P; Q) measure is 
responsible for its poor performance.  Due to its 
broad flatness around the X =  Y region, the 
xZ(P;  Q )  m e a s u r e  shows less sensitivity to gain 
changes; however, this may be the reason for its 
unsatisfactory performance in the coder evalua- 
tion. 

4.2.4. Effect of sample delays 
The CDI measures,  in general, were found to 

be relatively less sensitive (compared to the SNR 

measure)  to a slight time misalignment of the 
coded signal with respect to the original one or 
vice versa. For example, let us consider the coded 
speech signals marked "oakf8f"  and "oakf8k" of 
Fig. 7. Table 3 provides the SNR measure 
(without scaling) values as well as the D~(P; Q) 
and the D2(P; Q) measure values with zero, one, 
two and three sample delays in the coded speech. 
These sample delays are with reference to the 
original signal and the misaligned sample places 
are filled in with zero values. In general, we 
observe that one sample delay does not cause 
much change in the CDI measure values, but two 
or three sample delays have considerable effect. 
With three sample delays, the measures show 
"oakf8f" to be inferior to "oakf8k" (which is 
aligned to the original signal) although subjec- 
tively the reverse is true. 

4.2.5. Speech coder identification 
By considering the neural pathway to be a 

noisy channel, the subjective evaluation of the 
speech coders can be treated as a hypothesis 
testing problem. Csiszfir and Longo (Blahut, 1974) 
have shown that the probability-of-error of opti- 
mum hypothesis testers based on blocks of mea- 
surements decreases exponentially with the block 
length. Let us consider two coded speech of the 
same utterance and let y* be the smallest proba- 
bility that " C "  is identified to be the samples of 
" A "  when it is actually the samples from "B".  
This probability is smallest over all the decision 
rules such that the probability of other type of 
error (i.e., " C "  chosen as samples of " B "  when it 
is actually from " A " )  does not exceed /3. Then, 

Table 3 
The directed divergence (with a = 1, 2) measure  values with zero, one, two and three sample delays for the coded signal "oakfSf'" 
and "oakf8k" with reference to the original speech sentence 

Coded speech Measure  Sample delays 

Zero One Two Three 

oakf8f SNR (without scaling [dB]) 8.724 7.391 5.619 5.117 
oakfSf DI(P; Q) 2.721 2.728 2.747 2.779 
oakf8f D2(P; Q) 6.751 6.792 7.193 8.838 
oakf8k SNR (without scaling [dB]) 9.178 7.503 6.108 7.027 
oakf8k DI(P;  Q) 2.756 2.762 2.791 3.128 
oakf8k D2(P; Q) 6.812 6.855 7.124 8.95(/ 
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-/*, for all/3 in (0, 1) and with a = 1, can be given 
as (Blahut, 1974) 

y * ~ e x p [ -  ~ l e y k ~  ~ D(Pk';Qk')]" (18) 

We conducted an experiment where the listen- 
ers were asked to listen to two coded speech 
sentences " A "  and " B "  and then a varying num- 
ber of samples "C"  from one of them, not known 
to the listeners which one, were played. In such 
subjective evaluation testing, there is no precise 
way of determining y*. The y* could be esti- 
mated by carrying out the test with a large num- 
ber of listeners and then considering their opin- 
ions (whether " A "  or " B " )  and about "C".  

It would be of academic interest to investigate 
the validity of the relationship of (18). In our 
experiment, we only verified that to achieve a 
given probability of decision error, it required 
more samples (i.e., longer durations) of " C "  to be 
played when " A "  and " B "  are of "near  equal" 
quality (as indicated by our measure) compared 
to that required when " A "  and "B" are of "sub- 
stantially different" quality. Table 4 shows, for 
the same example sentence, the subjective identi- 
fication of coders (i.e, the number of listeners out 
of twelve listeners correctly identified the coders) 
and the corresponding number of samples played. 
We have considered three coder pairs where C4-  
C5, C3-C4 and C5-C6 were ranked in the de- 
scending order from their perceptual quality 
"closeness" point of view. For example, let us 
consider the utterance F3. In Table 4, we observe 
that by playing 6,000 samples, for the C4-C5 

Table 4 
Speech coder identification for two sentences M1 and F3 (the 
sample numbers played and the fraction of listeners who have 
correctly identified the coders are provided in the table) 

Sentence Sample nos. C3-C4 C4-C5 C5-C6 

MI 3,000 5/12 4/12 7/12 
6,000 7/12 7/12 9/12 
9,000 11/12 10/12 12/12 

12,000 12/12 12/12 12/12 
F3 3,000 6/12 4/12 8/12 

6,000 8/12 6/12 11/12 
9,000 11/12 9/12 12/12 

12,000 12/12 11/12 12/12 

coder pair, only one-half of the listeners could 
identify the coder correctly, the remaining listen- 
ers either identified wrongly or could not decide. 
On the other hand, with the same number of 
samples played, the correct coders were identi- 
fied by two-third of the listeners for the C3-C4 
pair and by almost all the listeners for the C5-C6 
pair. 

5. Rate-distortion analysis 

Rate-dis tor t ion theory essentially establishes a 
mathematical foundation to the source encoding 
problem. In general, a source-destination pair is 
characterized by a probabilistic model of the 
source encoder and a fidelity criterion measuring 
the degradation of the coded source output in 
reference to the original source. With any such 
source-destination pair, a function R(D), termed 
as the rate-distort ion function, may be associ- 
ated. This function calculates the effective rate at 
which the source produces information subject to 
the constraint that an average distortion of D is 
endured at the destination. A knowledge of R(D) 
is of considerable importance as it may prevent 
one from frivoling time as well as the resources to 
achieve an impossible task. 

The function R(D) with respect to a defined 
distortion measure is defined as (Berger, 1971) 

R(D)= inf I(Q), (19) 
Q~QD 

where Q = {Q,,I,} with Q,,I, as the conditional 
probability defined for an input alphabet u sub- 
stituted by an output alphabet L,; and the QD is 
the set of all D-admissible conditional probability 
assignments. I(Q) is a convex downward function 
of Q which implies that any stationary point of 
I(Q) in QD must yield the infimum (absolute 
minimum), namely the R(D). As D increases, 
R(D) decreases monotonically and usually be- 
comes zero at some finite value of distortion. 

Historically, the application of the rate-distor-  
tion theory to the speech process has been hin- 
dered because of the lack of a widely accepted 
probabilistic model of the speech process as well 
as a meaningful distortion measure. The problem 
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is further complicated by the mathematical  diffi- 
culties in evaluating the ra te-dis tor t ion function 
even if a reasonable source-dest inat ion pair is 
defined. A fairly large set of probability density 
function models is suggested in the literature 
based on the first-order histograms of Nyquist 
samples of continuous speech waveforms. The 
gamma pdf based on the long-term statistics 
(Jayant and Noll, 1986) the Laplacian pdf based 
on the medium-term statistics (Noll, 1974) and 
the Gaussian pdf  based on the short-term statis- 
tics (Richards, 1964) are among the more popular  
ones. An evaluation of the first-order R ( D )  func- 
tions based on these pdfs and difference distor- 
tion measures are available in (Abut and Erd61, 
1979) and with I takura-Sa i to  distortion measure 
in (Buzo et al., 1986). 

The objective here is to provide a ra te-d is tor -  
tion-theoretic analysis for speech coders with the 
CDI measure.  We formulate the problem by 
characterizing the source-dest inat ion pair pre- 
cisely. Then, the R ( D )  function is computed us- 
ing the Blahut algorithm. Finally, the perfor- 
mances of different speech coders are studied 
with respect to these bounds. 

5.1. Source-dest inat ion pair characterization 

The cochlear model is, in essence, a highly 
non-linear structure with the half-wave rectifiers, 
the AGC stages and the coupling among them 
simulating the auditory spectral and temporal  
masking phenomena.  It may prove to be suffi- 
ciently difficult to express these signal processing 
operations, especially the coupling of the A G C  
stages, with the help of simple mathematical  op- 
erators. Thus, we take a different outlook to- 
wards the source-dest inat ion pair model shown 
in Fig. 10. We merge the physical speech source 
with the cochlear model and consider this ensem- 
ble to be the source. Since there is as such no 
uniquely accepted pdf  for the physical speech 
source, we are not in any further disadvantageous 
position by integrating the cochlear model with 
the speech source and determining the histogram 
of the cochlear model outputs. These outputs, 
being the probability-of-firing information, as- 
sume values in the range (0, 1). The histogram for 

the firing-probability is determined by experi- 
menting with twenty-four speech utterances 
(twelve male and twelve female voices) of 1-2 sec 
durations. The firing-probability histogram for 
each of the sixty-four neural channels could be 
determined separately. For simplification pur- 
pose, we have assumed all the histograms to be 
identical and derived only one histogram based 
on the probability-of-firing information obtained 
from all the channels. 

5.2. Calculation based on Blahut 's  algorithrn 

In (De and Kabal, 1992b), we have derived 
analytically a lower bound to the R( / ) )  with a 
single-letter cochlear variational distance mea- 
sure. However, with the other distortion measure 
forms, it becomes difficult to give an analytical 
solution. Moreover, these are not exact solutions; 
they are merely lower bounds. Here, we use the 
Blahut algorithm for calculating the R(D)  func- 
tions exactly. 

We treat the probability-of-firing information 
to be discrete-valued with symbols from one of 
the 255 uniformly spaced values between 0 and 1 
(i.e., 1/256, 2 /256 . . . . .  255/256). Let the input 
alphabet (firing-probability corresponding to the 
original speech) u be reproduced in terms of an 
output alphabet (firing-probability corresponding 
to the coded speech) t'. Then, the algorithmic 
steps could be written as follows. 

Step 1. A n  initial output probability distribution 
{Q~.} is assumed, say, QI!. The parameter  set 
{ A , ,  = e w,,, is evaluated, where p,,, is the single- 
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Fig. 10. Source destination pair characterization. 
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letter CDI measure between the input alphabet u 
and the output alphabet u. 

Step 2. The parameter s is chosen from the range 
of - ~  to 0; and then Steps 3 and 4 are carried 
out with different values of s. 

Step 3. With the values of the input probability 
distribution P. (obtained from the histogram of 
the cochlear model ouptut) and the parameters 
A. .  the following parameters are calculated: 

Auc 
c. = --  ~., P" ]~_.A..Q.' Q" ~ Q.c. ,  (20) 

u 

L =  ~ Q .  log c., U= max Iogc. .  (21) 
u 

u 

Step 4. If U -  L >/e, then the previous step is 
repeated; otherwise, the program is terminated 
for this value of s by evaluating the following: 

A~.Q. 
Q,I, Y 'Au,Q , (22) 

u 

O = E EPuQ, I,p,, ,  (23) 
u u 

- E e .  log c.. (24) 
u 
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q 1.8 2 2 .2  2.4 2.6 2.8 3 

Cochlear  Direc ted  l ) ive rgenee  --> 

F i g .  12. S p e e c h  c o d e r  r a t e  in b i t s / s a m p l e  v e r s u s  a v e r a g e  

c o c h l e a r  d i r e c t e d  d i v e r g e n c e  ( w i t h  a = 1) m e a s u r e  ( -  

l i ne  s h o w s  t h e  r a t e - d i s t o r t i o n  c u r v e  u s i n g  B l a h u t ' s  a l g o r i t h m  

a n d  f o u r  '< * "  p o i n t s  [ S C 1 - S C 4 ]  d e n o t e  t h e  p e r f o r m a n c e s  o f  

f o u r  s p e e c h  c o d e r s ) .  

Fig. 11 shows the R(D) for the V(P; Q) measure 
whereas Fig. 12 plots the R(D) function for the 
Dl(P; Q). 

5.3. Measured performances of speech coders 

We have considered four state-of-the-art 
speech coders for the assessment of their average 
perceptual quality. These four coders (designated 
as SC1-SC4) were: CELP-based coder SC1 (4.8 
kbit/s) (Campbell et al., 1991), VSELP-based 
coder SC2 (8 kbit/s) (Atal et al., 1991), wideband 
CELP-based coder SC3 (16 kbit/s) (Roy and 
Kabal, 1991) ADPCM coder SC4 (32 kbit/s) 
(Jayant and Noll, 1984). For the first, second and 
the fourth coders with sampling rates of 8,000 Hz, 
sixty-four neural channels (covering up to 4,000 
Hz band) were assigned. On the other hand, for 
the wideband coder with sampling rate of 16,000 
Hz, eighty-five neural channels (covering up to 
8,000 Hz band) were assigned as described in 
(De, 1993). Although we considered only the 
CELP-type speech coders for comparing the CDI 
measure performance with subjective assessment, 
we do not foresee any difficulty in applying 
this measure to other types of speech coders. 
With this understanding, we have included one 
ADPCM coder in this section to examine its 
quality with respect to the rate-distortion limit. 
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Twelve speech sentences of 1-2 sec durations 
were passed through each of the four coders to 
calculate the average distortion values over each 
sampling time. Figs. 11 and 12 plot the perfor- 
mances of the four speech coders (marked by 
" *")  as evaluated by V(P; Q) and D~(P; Q), 
respectively. Now, let us examine one of the 
figures, Fig. 12. We observe that it is possible to 
attain the perceptual  quality obtained (measured 
with the Dj(P; Q)) by SC1 coder at a much lower 
rate (as low as 1.5 kbi t /s) .  Similarly, SC2, SC3 
and SC4 coder performances are achievable with 
almost 3.8 kbi t / s ,  5.4 kb i t / s  and 20 kbi t / s ,  re- 
spectively. From another  perspective, we can say 
that a perceptual quality (a value of 2.575 un i t s /  
sample) somewhere between those attained by 
SC2 and SC3 coders are attainable with a 4.8 
kb i t / s  speech coder. A value of 2.485 un i t s /  
sample which falls between the perceptual  quality 
of SC3 and SC4 is theoretically achievable with 
an 8 kb i t / s  speech coder. Although the ra te-dis-  
tortion analysis does not provide with an answer 
to how to attain these limits, it gives an insight to 
what is possible and how close a specific speech 
coder is performing with respect to the R(D) 
limits in terms of the perceptual quality. 

6. Summary and conclusions 

The formulation of any distortion measure re- 
quires resolution of two important issues: (i) 
defining a suitable domain in which the signal can 
be characterized parametrically and (ii) compar-  
ing these parameters  in a meaningful sense. In 
this article, we have introduced and studied a 
distortion measure,  namely the cochlear discrimi- 
nation information measure,  which compares the 
neural-firing information corresponding to an 
original speech and its coded version in a cross- 
entropic sense. An insufficient knowledge about 
the exact neural firing processes has prompted  us 
to use the probabilistic information of f i r ing/  
non-firing in the comparison. We have investi- 
gated several variants of the CDI measure based 
on different types of entropy, the associated pa- 
rameters and also the cross-entropic measure 
form. The effects of gain changes and sample 

delays, etc. have also been studied. The directed 
divergence measure form based on the Rdnyi -  
Shannon entropy has shown very good perfor- 
mance by conforming strongly with informal sub- 
jective test in terms of ranking coded speech from 
six different coders. Subsequently, a ra te-dis tor-  
tion analysis for speech coder has also been car- 
ried out with this measure.  

While converting the t ime-domain speech sig- 
nal into its corresponding perceptual-domain rep- 
resentation by an auditory model; the resonating 
nature of the cochlea, the perceptual nonlinearity 
as well as the temporal  and spectral masking 
effects have been considered. An inclusion of the 
spectral masking feature has allowed the proba- 
bility-of-firing information in a particular neural 
channel at a specific clock time to depend not 
only on the strength of the gain-controlled signal 
of that channel but also on those of the other 
channels. Similarly, the same probability-of-firing 
information depends not only on the strength of 
the gain-controlled signal at that clock time but 
also on those at the other times. Thus, the PD 
representat ion for speech signal has exploited 
reasonably the interdependencies at the auditory 
periphery level. 

In the CDI measure,  we have compared the 
cochleagram matrices (whose elements are the 
probability-of-firing information), element-by-ele- 
ment,  for the original and the coded speech sig- 
nals. This measure has been found to be not very 
robust against the coder delays. Thus, estimating 
and removing time-delay between the original 
and the coded speech are, in some sense, neces- 
sary first steps in applying the CD1 measure.  We 
have also proposed and studied a cochlear hidden 
Markovian (CHM) measure (De, 1993" De and 
Kabal, 1994), which by considering the temporal  
ordering in the firing pattern has shown a greater  
robustness against the coder delays. We empha-  
size that formal testing with a wide range of 
linear and nonlinear coder distortions and a sub- 
sequent refinement of the cochlear model would 
be needed to validate our distortion measure 
methodology. We anticipate, nonetheless, that the 
present framework of comparing the f i r ing /non-  
firing probabilities would continue to be appro- 
priate. 
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Append ix  A. Concavi ty  o f  H,~(P) with P E ~  (2) 

It is shown in (Rdnyi, 1970) that the H~(P) is 
concave for 0 ~ < a ~ l .  We show here that for 
J = 2, the concavity is also satisfied for 1 < a ~ 2. 

1 
__ + a H , ( P )  - -  log(p~' P2) ,  

(1 - a )  

where P2 = 1 - P l ,  Pl ,P2 ~> 0 .  (A.1) 

d2H~(P)  

d p  2 

O~ 
( l - a )  { ( a -  1 ) ' p ~ +  ~ , / p , ~ - 2 +  1,1 P2)[, 1 p ~ - 2 )  

- a(  p~ - '  - p; - I ) 2 ) / (  pC( + p;)2 

Ol 
- (1 - a )  (P~-ZP~-2){a - (p ' (+P~)  

x ( P Z - e + P  22 "~}/(P~+P~)I 2. (A.2) 

It is noted that for a > 1, 

a P a ( P l  - '}-P~) < ( P l  + 2) = 1. ( A . 3 )  

Furthermore,  p~ = P 2 =  1 /2  maximizes the ex- 
pression (p2 ~ + p ~ - e )  for 1 < a  ~<2. Conse- 
quently, we note that a> (½)~- '~  for l < a < 2 .  
Additionally, we observe that the denominator  
factor (1 - a )  of (A.2) is negative for a > 1. Thus, 
He(P) is proved to be concave in the range 
1 < a ~ < 2 .  

Now, we investigate the concavity for J = 2 
and a > 2. With sufficiently small 3 > 0 and p~ = 
(~ o r  P 2  = (~, w e  obtain 

d 2 H e ( P )  
> 0. (A.4) 

d p ,  2 

On the other hand, with Pl =P2 = 1/2,  we have 

d 2H,~(P) 

d p  2 
4 a  < 0. (A.5)  

From (A.4) and (A.5), we observe that for J = 2 
and a > 2, H,(P)  is neither convex nor concave. 

Append ix  B. The  directed divergence measure  

based on He(P)  

L Non-negativity of the measure." 

2 ( Pjkl ] 
D,( Pkt; Qkt) = ~ Pjk, log - -  

j = 1 qjkl ] 

2 (  qjkl ) 
> ~Pj~l  1 -  

j~ l  Pjkl 
2 2 

= ~ p~k~- ~ qjkt = O. 
j = l  j = l  

(B.1) 

D~( Pkl; Qk,) 

( ~ i p  e~j,I 1 2 
-- a - 1  log J~ q~kT']l [ 1] 
>_ - -  1 2 p)O~ , 

a - 1  ~2 _~-=-i- 1 
j= l qjkl 

a 4: 1. (B.2) 

To show that D~(Pkt; Qkl) <~ O, we need to show 
that 

2 p a  

Y~(fkl; Qkl) -- ~ /kt j=lq/°~)-I < 1  f o r 0 < a < l ,  

> 1  for a >  1. (B.3) 

We note that Plkt =qlkl and P 2 k l  = q2k! maxi- 
mizes Ye(Pkl; Qkt) for 0 ~< a < 1 and minimizes it 
for a > 1. Thus, the Ye(Pkl; Qkt) conditions of 
(B.3) are met  and hence the non-negativity of the 
divergence measure (the Rdnyi-Shannon type) is 
also satisfied. The measure becomes equal to 
zero if and only if the distributions Pkl and Q~t 
become the same. 

II. Additivity of the measure 

With w ~ J × ~ and m = nN, we obtain 

D,( P; Q) 

22 2( tl 1 = E E "'" E PJw l°gPJw 
Jl = 1 J2 = 1 Jm = 1 w = 1 w = I qj.. ] 
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L (PJl 2 log J E 
i I  =: 1 J2 = 1 

+ ~ Ph ~ P J2 log " "  
j , = l  J2=l \ Qt'2 } 

2 2 

÷ . . . +  y_. y__. p,  . - .  
J l  = 1 ]2  = 1 

qJ,,,/) 

: ~ p],~ log 
w= I j~= 1 

= E E l ) , ( P k , ;  Okl)" 

Similarly, for o~ 4: 1, a >/0, we get 

D~( P ,  Q)  

I 2 2 

E - E  ( o ~ -  1) log 
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