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Abstract 

In this paper, a new microphone array processing technique is proposed for blind dereverberation of speech signals 
affected by room acoustics. It is based on the separate processing of the minimum-phase and all-pass components of 
delay-steered multi-microphone signals. The minimum-phase components are processed in the cepstrum-domain, where 
spatial averaging followed by low-time filtering is applied. The all-pass components, which contain the source location 
information, are processed in the frequency-domain by performing spatial averaging and by retaining only the all-pass 
component of the resulting output. The underlying motivation for the new processor is to use spatio-temporal processing 
over a single set of synchronous speech segments from several microphones to reconstruct the source speech, such that it is 
applicable to practical time-variant acoustic environments. Simulated room impulse responses are used to evaluate the new 
processor and to compare it to a conventional beamformer. Significant improvements in array gain and important reductions 
of reverberation in listening tests are observed. 

Zusammenfassung 

Dieser Beitrag beschreibt ein neuartiges Verfahren zur blinden Entzemmg von durch Raumakustik verzerrten Sprachsig- 
nalen mit Hilfe einer Anordnung mehrerer Mikrophone. Hierfiir werden die Minimalphasen- und die AllpaBkomponenten der 
durch Verzijgerung gesteuerten Multimikrophonsignale getrennt verarbeitet. Die Minimalphasenkomponenten werden im 
Cepstral-Bereich Grtlich gemittelt und kurzzeitgefiltert. Von den Allpagkomponenten, welche die Ortsinformation der Quelle 
enthalten, wird lediglich ein im Frequenzbereich ijrtlich gemitteltes Signal weiterverwendet. Als wesentliches Merkmal des 
Verfahrens wird das gesuchte Sprachsignal aus synchronen Sprachsegmenten verschiedener Mikrophone rekonstruiert, 
wodurch praktische Anwendungen in zeitvarianter akustischer Umgebung miiglich werden. Zur Beurteilung des Verfahrens 
und zum Vergleich mit konventionellen Strahlformern werden simulierte RaumstoDantworten verwendet. Sowohl beim 
Signal zu Stiirabstand als such bei Bewertung des Ethos in Hottests werden deutliche Verbesserungen erzielt. 
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Dans cet article, nous pr&entons une nouvelle technique de traitement pour rtseaux de microphones ayant pour but la 
d&verb&ation aveugle des signaux de parole alt66s par l’acoustique de Salle. La mCthode repose sur le traitement &par6 
des composantes en phase-minimale et passe-tout des signaux de sortie des microphones. Les composantes en phase-minimale 
sont trait&s dans le domaine cepstral, 06 I’on effectue un moyennage spatial suivi d’un tiltrage passe-bas. Les composantes 
passe-tout, qui contiennent l’information de position de la source, sont trait&es dans le domaine frhquentiel en effectuant une 
formation de voie suivie de l’extraction d’une composante en phase-minimale. Puisqu’elle repose sur le traitement 
spatio-temporel d’un ensemble de trames synchronisCes provenant de plusieurs microphones, cette technique peut &tre 
utiliste dans des environnements acoustiques variants tels que l’on rencontre en pratique. Des r6ponses impulsionnelles de 
salles synthCtisCes au moyen d’un ordinateur sont utilisCes afin d’kvaluer la nouvelle technique et de la comparer ‘a une 
formation de voie conventionnelle sous des conditions contr616es. Les ksultats indiquent une augmentation significative du 
gain d’antenne et un effet de d&&erb&ation marquk. 

Keywords: Microphone array; Room dereverberation; Speech enhancement 

1. Introduction 

In many applications of speech communications 
such as hands-free telephony and audio-conferencing 
in small rooms, dereverberation techniques are re- 
quired for enhancing the intelligibility of speech 
degraded through the addition of multiple echoes. 

For single microphone acquisition, a direct solution 
to this problem is provided by conventional inverse 
filtering techniques. If the room impulse response 

between the speaker and the microphone is known 
from calculations or measurements, the reverberation 
can be removed by the use of an inverse filter or by 
minimum mean-square error deconvolution. How- 
ever, since the impulse responses of typical rooms 
are non-minimum-phase and have therefore unstable 
inverses (Neely and Allen, 1979; Mourjopoulos, 
1985; Miyoshi and Kaneda, 19881, inverse filtering- 
based methods have a limited scope in practice 
(Walsh, 1985). The situation is further complicated 
by the difficulty of measuring and tracking the room 
impulse response in real-time applications. 

An alternative approach for the enhancement of 

reverberant speech with a single microphone is pro- 
vided by cepstrum filtering techniques (Oppenheim 
and Schafer, 1975). The underlying motivation is the 
fact that deconvolution in the time domain corre- 
sponds to subtraction in the cepstrum (i.e. quefrency) 
domain. Since the complex cepstrum of a speech 
signal is usually concentrated around the cepstral 
origin, while that of the echoes is composed of 
pulses extending far away from the origin, it follows 

that low-time filtering or peak-picking in the que- 

frency domain can be used to remove the echo’s 

cepstrum. 

While cepstrum filtering has been applied suc- 
cessfully to the enhancement of speech degraded by 
simple echoes, its use for the enhancement of single 
microphone speech affected by room reverberation 
poses several practical problems. These are due 
mainly to the effect of segmentation errors on the 

evaluation of complex cepstra (Bees et al., 1991) and 
to certain numerical errors associated with the use of 
exponential weighting. The use of various window- 
ing and segmentation schemes to reduce these types 
of errors was investigated by Bees et al. (1991). 
They also proposed to use temporal averaging of the 

echo cepstrum over successive frames to achieve 
significant enhancement of the reverberant speech. 
However, this approach implicitly assumes that the 
room impulse response is invariant over a long pe- 
riod of time, which is not appropriate for real-time 
processing of speech under time-varying conditions. 
For example, in practical environments, the impulse 
response usually changes from frame to frame due to 

the variation of the speaker’s position and even the 
position changes of the physical objects in the room 
(e.g., the opening doors, people moving about, etc.). 

Microphone array techniques have long been pro- 
posed for the removal of room reverberation. Com- 
pared to single microphone techniques which are 
limited to temporal processing, array processing of- 
fers the additional advantage of spatial processing. In 
an early paper, Allen et al. (1977) proposed a two- 



microphone technique to remove room reverberation 
from speech signals. This is accomplished by com- 
pensating for the phase and amplitude differences 
between the two microphone channels and by sum- 

ming them coherently. This approach, which is a 
form of delay-and-sum beam-forming, takes advan- 

tage of the uncorrelated nature of reverberant speech 
tails at different locations. Two-dimensional micro- 

phone array systems based on delay-and-sum beam- 
forming that can be used for dereverberation of 
speech are described in (Flanagan et al., 1985, 1991). 

Because of the wide-band nature of speech signals, 
several studies (Pirz, 1979; Goodwin and Elko, 1993; 

Sydow, 1994) have focussed on the design of wide- 
band microphones arrays with constant beamwidth. 

Adaptive beamforming algorithms (Van Comper- 
nolle et al., 1990; Dowling et al., 1992) have also 

been considered for the suppression of directional 
interference, but they fail to reduce speech reverbera- 

tion because of the correlation that exists between 
the direct-path speech signal and its echoes. 

In this paper, we present a new technique to 
remove room reverberation from speech signals 

which is based on the joint use of a microphone 
array combined with cepstrum-based processing. In 
the proposed technique, the signal received at each 
microphone is factored into a minimum-phase and an 

all-pass component. These components are processed 

as follows: 
I. The minimum-phase component is related to the 

real cepstrum which needs neither phase unwrap- 
ping nor exponential windowing. This component 
was found experimentally to be affected less by 
reverberation than the all-pass component. To 
recover the minimum-phase component of the 
original speech, spatial averaging followed by 
low-time filtering in the quefrency domain is 

applied to the minimum-phase components of the 
individual microphone signals. 

2. The phase information of the microphone signals 
is preserved in their all-pass components. The 
all-pass component of the original speech is re- 

covered from the all-pass component of a conven- 
tional beamformer applied to the all-pass compo- 
nents of the microphone signals. 

The final dereverberated speech is obtained from the 
synthesis of the recovered minimum-phase and all- 
pass components. Simulation results and listening 
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tests of the new processor indicate an improvement 
in dereverberation performance as compared to con- 
ventional beamforming techniques. 

The paper is organized as follows. Basic micro- 
phone array concepts are introduced in Section 2. 
The effect of reverberation on the minimum-phase 

and the all-pass components of a room impulse 
response is investigated in Section 3. Separate pro- 
cessing of the minimum-phase and the all-pass com- 

ponents of the microphone array signals is described 
in Section 4 and the software implementation of the 
new processor is described in Section 5. Experimen- 

tal results are provided in Section 6. Finally, a 
discussion is presented in Section 7. 

2. Beamforming and microphone arrays 

Consider an array of M omni-directional micro- 
phones in a reverberant acoustical enclosure. A con- 
ventional (delay-and-sum) beamformer structure for 
this array is illustrated in Fig. 1. The sampled output 
of the ith microphone, denoted x,(n) (i = 1, . . . , M), 
is first shifted by a time-delay 7; and then scaled by 

a corresponding weight wi. The resulting delayed 
and scaled signals from all microphones are then 

summed to produce the beamformer output v(n). 
Assuming that the background noise is negligible, 

the ith microphone output can be expressed as 

Xi(n) =S(n)*hi(n), (1) 

where s(n) represents the anechoic speech signal, 
hi(n) denotes the impulse response between the 
speech source and the ith microphone in the room 

and * denotes convolution. Thus, according to Fig. 
1, the output of the conventional beamformer is 

y(n) =s(n)*b,(n), (2) 

Fig. 1. Delay and sum beamformer. 
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where 

b,( ~) = ~ W;hi( It - pi). (3) 
i= 1 

In Eq, (3), the purpose of the delays T; is to 
time-align the direct-path components of the impulse 
responses hi(n) so as to steer the beamformer in the 

direction of the desired speech source. This way the 
direct-path signals are reinforced while echoes apart 
from the steering direction are attenuated. One basic 

requirement associated to the beamformer in Fig. 1 is 

the determination of the steering delays TV. This can 
be achieved through the use of time-delay estimation 

(Carter, 1993) or direction finding techniques (Dowl- 
ing et al., 1992; Silverman and Kirtman, 1992; 
Tanaka and Kaneda, 1993;). In the sequel, the time 

delays 7i are assumed to be known. The weights wi 
in Eq. (3) are used to shape the spatial directivity 
pattern of the beamformer. We note that the beam- 
pattern (and in particular the beamwidth) is depen- 

dent on the signal frequency and the array configura- 
tion (Flanagan, 1985). For a uniformly spaced linear 

array with a fixed aperture size, the beamwidth is 
inversely proportional to the signal frequency. At 
low frequency, the spatial resolution is poor and the 

echo power at the output of the beamformer is larger. 

A more general wideband beamforming structure 
would involve replacing the weights wi in Fig. 1 by 
time-domain filters whose purpose is to control the 

frequency properties of the desired response. 
The design of wideband microphone arrays with 

constant beamwidth has been addressed by several 

authors (Pit-z, 1979; Goodwin and Elko, 1993; 
Sydow, 1994). The design parameters can be speci- 
fied in both spatial and temporal domains. Typical 

parameters include the positions of the microphones, 
the channel weights wi or even the coefficients of 
time-domain filters in a more general wideband 

structure. This design usually leads to complex non- 
linear optimization problems. A simple and intu- 
itively pleasing approach for the design of micro- 
phone array configurations with uniform directivity 
patterns over several octaves is based on the concept 
of harmonic nesting (Pirz, 1979; Flanagan et al., 
1991; Grenier, 1993; Kellermann, 1991). The basic 
principIe is the following: if d is the optimal element 

spacing in a uniformly spaced linear array at some 
frequency f, then 2d will be the optimal spacing at 
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Fig. 2. Harmonically nested linear array. 

frequency f/2, and so on. An harmonically nested 
array with identical beampattern over three octaves 
is shown in Fig. 2. By nesting the subarrays, the total 
number of microphones needed can be reduced. 

Array gain is frequently used to measure the 
improvement in signal-to-noise ratio at the output of 
a beamformer. For the purpose of dereverberation, 

the desired signal is the direct-path signal from the 
speech source, while the unwanted signal consists of 
all the echoes and possibly some additive back- 

ground noise. In this paper, we therefore define the 
array gain as follows: 

AG= 
SENR, 

; .c SENRi ’ 
I 1 

(4) 

I=1 

where SENR, is the signal to echo-plus-noise power 
ratio (SENR) at the output of the array processor and 
SENRi (i= 1, . .., M) is the SENR at the output of 

the ith microphone. Hence, the denominator in Eq. 
(4) represents the average input SENR over all mi- 
crophones. 

Under the assumption of negligible background 
noise, the microphone outputs are given by Eq. (1). 
If we further assume that the array processor under 

study acts as a linear time-invariant systems on its 
inputs s(a), then the array output can be written as 

y(n) = s(n) * ho(n), (5) 

where ho(n) is the impulse response between the 
source and the array output. A simple yet very useful 
expression for SENR j (i = 0, 1, . . . , M) can be ob- 
tamed as follows. First, let us write hi(n) in the form 

hi( ‘) = hi,d( ‘) + ‘i,e( ‘1) (6) 
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where h,,(n) and h,,,(n) represent the components 
of h,(n)‘corresponding to the direct-path and the 
echoes, respectively. Notice that due to the sampling 
function and the transfer functions of the sensors, the 

direct-path response hi,d(n) is not assumed to be a 
pure pulse. It can be shown easily that for either an 

impulsive or a white noise excitation s(n), we have 

2 Ihi,dW12 

SENR,= ‘=r” 

~~o’hl,e( n)I’ ’ ’ =” .“’ M7 
(7) 

where the index i = 0 refers to the array processor’s 

response. The above measure will be used to evalu- 
ate the performance of the proposed array processor 
in Section 6. 

3. Minimum-phase and all-pass components of 
room impulse responses 

Let H(w) denote the Fourier transform of the 
room impulse response h(n) between a source and a 
receiver in a reverberant room. In this section, to 
simplify the notations, we will omit the microphone 
index i. The most commonly used representation of 

H(o) is in terms of its magnitude [H(o)1 and phase 

4(o), that is, 

H(w) = Iff(w)lexp[j4(w)]. (8) 
Another useful representation of H(w) is given by 
the factorization (Neely and Allen, 1979; Oppenheim 

and Schafer. 1975) 

H(w) = HM,“( w) . f4dw) 9 

or equivalently, in the time domain, 

(9) 

h(n) = h,in( n) * h,rr( n) > (10) 

where H,,,(w) and HA,,(w) are the minimum-phase 

and all-pass components of H(w) and h,,,(n) and 
h,,,(n) are the corresponding inverse Fourier trans- 

forms. A signal is said to be minimum-phase if its 
z-transform contains no poles or zeros outside the 
unit circle in the z-domain. Minimum-phase signals 
are of particular interest here because they have 
stable and causal inverses. Unfortunately, typical 
room impulse responses are generally nonminimum- 

phase (Neely and Allen, 1979); their z-transforms 
have zeros outside the unit circle. These zeros are 
represented by the all-pass component of H(w). 

The minimum-phase component IrjMi,(w) can be 

expressed as (Neely and Allen, 1979; Oppenheim 
and Schafer, 1975) 

Hh4in(w> = I~(W)lexP[j4hd~>l~ (11) 

where 4Min(w) is the Hilbert transform of logIH(w)(. 
Thus, H,,,(w) depends only on the magnitude of 

H(w) and not on its phase. The phase information is 
entirely contained in the all-pass component H,,,(w) 
which can be obtained by dividing H(w) in Eq. (8) 
by HMin(w) in Eq. (111: 

H*rr(w) =eW{_i[4(w) -4~i~(~)]}~ (12) 

The all-pass component H,,,(w) contains only a 

phase term and has a unit magnitude. 
The decomposition of a signal into a minimum- 

phase and an all-pass component can also be carried 
out in the cepstrum domain. Let F and F-’ denote 
the Fourier transform and its inverse, respectively. 
By definition, the complex cepstrum of a signal h(n) 

is given by 

&I) =C{h(n)} =F-‘(fog[H(w)j}, (13) 

where the symbol A is used to indicate a cepstral 

representation, C denotes the complex cepstrum op- 
erator and log is the complex logarithm (Oppenheim 

and Schafer, 1975). Let iMi,(n) = C{h,i”(n)} denote 
the complex cepstrum of the minimum-phase com- 

ponent of h(n). It can be shown that 

i,.(n), n = 0, 

‘Min(‘) = 2;,(n), 

( 

n > 0, (14) 

0, n < 0, 

where 

h,(n) = F-r{loglH(w)l} (‘5) 

is also known as the real cepstrum of h(n). Eqs. (141 
and (15) provide an attractive way of performing the 

decomposition h(n) = h&n)* h,,,(n). Indeed, once 

i,,,(n) (Eq. (14)) is available, h,,(n) can be recov- 
ered as C-‘{&,ri,(n>}, where C-r denotes the in- 
verse of the complex cepstrum operator, and h,,,(n) 
can then be obtained easily from Eq. (9) or Eq. (10). 
A computational realization of this procedure will be 
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used in Section 5 to compute the minimum-phase 
and all-pass components of the microphone signals. 

When there is no reverberation, it can easily be 
verified that H,,,(o) = 1 and H,,,(o) = 
exp(-jon,), where n, represents the propagation 
delay between the source and the receiver. Consider 
a simple propagation scenario in which the direct-path 
signal is received in the presence of a single echo, 
delayed by one sample. In this case, we can write 

h(n) =8(n-n,) +as(n--n,- l), (16) 

where a is a positive scaling factor representing the 
amplitude of the echo (without loss of generality, it 
is assumed that n, is a positive integer). The z-trans- 
form of h(n) (Eq. (16)), which is given by 

H(z) =zPo(l +az-l), (17) 

has only one zero at z = -a. When a < 1, i.e. the 
echo is weaker than the direct-path signal, the mini- 
mum-phase component of H(z) is (1 + az- ’ ) and 
the all-pass component is zwno. In this case the 
minimum-phase response h,i,( n> = Z- ‘{H,,,(z)}, 
where Z- ’ denotes the inverse z-transform, is identi- 
cal to the impulse response except for the absence of 
the direct-path delay n,, which contains the location 
information of the source. The latter is contained in 
the all-pass response h,,,(n) = Z- ’ { I&,,( 23. 

When a > 1, i.e. the echo is stronger than the 
direct-path signal, the minimum-phase and all-pass 
components of H(z) are given by 

HMin(Z)="+Z-', (18) 

H*,,( z) = zcno 
u-l + z-l 

1 +a-‘z-1 ’ (19) 

and the corresponding minimum-phase and all-pass 
responses are given by 

h,,,(n) =&5(n) +S(n- l), (20) 

h,,,(n) =a-%(n-n,) 

+(a-‘-a) 2 (-u)-%(rz-n,-m). (21) 
m=l 

These responses are illustrated in Fig. 3 for n,, = 2 
and a = 1.5. From Fig. 3 and Eq. (201, we see that in 
the minimum-phase response, the direct-path compo- 
nent is still stronger than the echo. Thus, it seems 
that the minimum-phase response is less severely 

o i 1 ImpulseResponse. 

IlO II,+1 

1 , Minimum-phase response 

1 

Fig. 3. Impulse response hi(n) = 6(n - n,)+ 1.56(n - no - 1) and 

its minimum-phase and all-pass components. 

affected by reverberation than is the original impulse 
response (Eq. (16)). The situation is quite different 
for the all-pass response. Indeed, as can be seen from 
Fig. 3 and Eq. (211, h,,,(n) has now an echo tail of 
infinite duration, in agreement with the pole-zero 
nature of Eq. (19). Thus, we conclude that the 
all-pass response is more severely affected by rever- 
beration than is the minimum-phase response. How- 
ever, and more importantly, we note that reverbera- 
tion has no effect on the direct-path delay informa- 
tion which is contained in the all-pass response. This 
location information plays a fundamental role in 
array processing applications. 

The above discussion applies only to the simple 
echo model in Eq. (16). Typical room impulse re- 
sponses are considerably more complex and contain 
a very large number of echoes distributed in a ran- 
dom-like fashion on the time axis. As a result, it is 
difficult to derive closed-form expressions for the 
minimum-phase and all-pass components of a room 
impulse response (even for a simple room model) 
and to determine whether or not the above observa- 
tions can be generalized. For this purpose, we had 
recourse to an experimental approach. Following a 
standard procedure, we generated several synthetic 



Q.-G. Liu et al. / Speech Communication 18 ( 199613 I 7-334 323 

room impulse responses on a computer using the 
well-known image model technique (Allen and 
BerkIey, 1979; Peterson, 1986). These responses were 
then decomposed into minimum-phase and all-pass 
components. It was found that the conclusions made 

above regarding the effects of reverberation on the 

minimum-phase and all-pass responses can also be 
applied to these synthetic room impulse responses. 

To illustrate this point, Fig. 4 shows two synthetic 

room impulse responses between a common source 
position and two distinct microphone locations in a 
reverberant room. The corresponding minimum- 
phase and all-pass components are also illustrated. 

As can be seen from Fig. 4(b), each minimum-phase 
response consists of a main positive peak at the 

origin followed by several secondary peaks of smaller 

amplitudes whose envelope decays quite rapidly (i.e. 
weak echo tail). This is in agreement with the fact 
that the energy of a minimum-phase sequence is 

concentrated around the time origin (Oppenheim and 
Schafer, 1975). As can be seen from Fig. 4(c), the 

effects of reverberation on the all-pass response are 
considerably more severe. In particular, the all-pass 
response is noisier than the minimum-phase one and 
it contains several echoes whose amplitudes are 
comparable to (or even larger than) the direct-path 

Mic 1 

(cl 1 
Mic 1 1 

component. Yet, as in the simple echo model dis- 
cussed previously, the direct path delay information 
is not affected by the reverberation. That is, the 
location of the first dominant positive peak of HA,,(w) 
on the time axis still corresponds to the correct value 
of direct path propagation delay between the source 

and the corresponding microphone location. 
We have seen that the effects of reverberation on 

the minimum-phase and the all-pass components of 
the room impulse response are fundamentally differ- 

ent. To complete this section, let us discuss how 
these differences should affect our processing philos- 
ophy for the microphone signals. For simplicity, 
assume that there are no common zeros and poles 

between the z-transforms of the room impulse re- 
sponse and that of the signal. Then, the Fourier 

transform of the microphone signal, x(n), can be 
decomposed as 

X(w) =XhG,(w) .X*&), (22) 

where XMi,(w) and X,,,(w) are the minimum-phase 

and all-pass components of X(w), respectively. 
These can be further decomposed into 

xMin(w) =sMin(w) ‘Hh4in(w)~ (23) 

X*,,(w) = S*,,(w) %dW)~ (24) 

_jwl_; ;2,/ 
, 0 500 1000 1500 2000 

Mic 2 
I 

Fig. 4. Minimum-phase and all-pass decompositions of room impulse responses for two spatially separated microphones: (a) impulse 

response, (b) minimum-phase response, (c) ail-pass response and (d) minimum-phase cepstmm. 
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where S,,,(w) and S,,,(o) respectively denote the 
minimum-phase and the all-pass components of the 
speech signal. Thus the minimum-phase and the 
all-pass components of the speech signal are sepa- 
rately affected by the minimum-phase and the all-pass 
components of the room impulse response. This 
suggests that they could be processed in different 
ways for the purpose of dereverberation. 

4. Separate processing of minimum-phase and 
all-pass components 

In the new dereverberation technique that we 
propose in this paper, the microphone signals are 
decomposed into minimum-phase and all-pass com- 
ponents. Based on the above discussion, these com- 
ponents are processed separately and differently. In 
Sections 4.1, 4.2 and 4.3, we describe the processing 
operations that we propose for each components and 
how they should be recombined. The implementation 
details of the decomposition, processing and synthe- 
sis will be described in Section 5. 

4.1. Minimum-phase components 

Let ~~~~(12). hj,rvlin(n) and ~~,~~,,(n) respectively 
denote the minimum-phase components of s(n), 
h,(n) an! x,(n) (as defined in Section 2) and let 
&,(n), hi, Min(n) and Pi, Min(n) be the corresponding 
complex cepstra. From Eq. (23) and the properties of 
the complex cepstrum, it follows that 

‘i,Min( ‘) = ‘[ SMin( n) * ‘i, Min( n)] 

= s^Min( ‘) + ‘i, Min( ‘). (25) 

As shown in Eq. (251, the minimum-phase signal 
cepstrum fMin(n> is kept invariant for different chan- 
nels, while the minimum-phase channel cepstrum 
&i,Min(n) changes from channel to channel. In Fig. 
4(d), we give two examples for the minimum-phase 
channel cepstra at two different microphones. Each 
of them consists of a main part around the origin in 
the quefrency domain followed by an echo part 
(recall that an ideal impulse function at the origin in 
the quefrency domain corresponds to an ideal im- 
pulse function in the time domain). For different 
microphone positions, the main parts have some 

correlation, but the echo parts are found experimen- 
tally to have weak spatial correlation. Similar phe- 
nomena was observed from the real room impulse 
responses (Tohyama et al., 1993). Therefore, we 
propose first to average the minimum-phase cepstra 
of the individual microphone signals (Eq. (25)) to 
enhance the signal cepstrum s^,,,(n>, which yields 

40,Min(n) = & .IE 4i,h4in( n)* 
,= 1 

This spatial averaging operation in the quefrency 
domain is actually equivalent to a geometrical aver- 
aging in the z-domain. This observation has a rather 
important consequence, namely: Eq. (26) preserves 
the minimum-phase property of the input A+,&). 

As mentioned earlier, the speech cepstrum &,(n) 
is concentrated mostly in the low-quefrency region. 
Based on this observation, a low-quefrency cepstrum 
window is further used to cut off reverberant compo- 
nents of fii,Min(n) remaining in the high-quefrency 
region. More specifically, let 

(27) 

where the positive quefrency index n, is the cutoff 
quefrency of the window. In our software implemen- 
tation of the method, the value of n, is chosen as 
one quarter of the length of the analysis segment. 
Applying this window to &,Min(n) in Eq. (26), we 
have 

(28) 
Note that Eq. (28) preserves the minimum-phase 
nature of the microphone signals, that is, gMin(n> is 
also minimum-phase. 

The final processing step consists of recovering a 
time-domain signal from si,Min(n), that is, 

YMin( ‘1 = ‘-’ [ 9Min( ‘)I ’ (29) 
In the above dereverberation scheme for the mini- 

mum-phase signal, both quefrency and spatial pro- 
cessing are applied. The spatial averaging can attenu- 
ate the reverberant components in the whole que- 
frency region. The low-quefrency filtering then re- 
moves the remaining echoes in the high quefrency 
region. The advantage of spatial processing is evi- 
dent: if only low-quefrency filtering is used 
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(Tohyama et al., 1993), the reverberant components 
in the low-quefrency can only be decreased by using 
a smaller cutoff time, but signal distortion will be 

noticeable. 
Now consider how the source speech is affected 

by the nonlinear operations in the above procedure. 
Based on previous Eqs. (25)-(291, we can express 

y,,,(n) in the form 

Yfvfin( a) = CT’ [ ‘l_ow ( ‘1 sIMin( n> + ‘0, Min( n)] ) 

(30) 

where 

‘O,lvlin( ‘1 = +I_ow . t ,E ‘i.Min( ‘1. (31) 

,= 1 

Assume that the loss of source speech through low- 
quefrency filtering is negligible, i.e., Gi)Low(~)QMin(n) 

= ?Mi,(n). Then Eq. (30) becomes 

Yh4inC n, = ‘-’ [ ?Min( n) + ‘0, Min( n)] 

= SMin( ‘) * 4, Mint ‘1) (32) 

where h o, Min(n) = C- ’ [ii, Min(n)l. Thus no nonlinear 
distortion is introduced for the minimum-phase re- 

covery of the source speech although nonlinear pro- 
cessing is applied. 

4.2. All-pass components 

As exemplified in Section 3, the all-pass compo- 
nent of a typical room impulse response preserves 
the position of the direct-path pulse; however, it 

contains strong echoes with both positive and nega- 
tive amplitudes that seem to be distributed randomly 
along the time axis. In fact, we have found that the 
contributions of these echoes on the all-pass compo- 

nents of different microphone channels are compara- 
ble to spatially uncorrelated additive noise. Thus 
spatial filtering or beamforming can be applied to the 

all-pass responses H;,All(o), i = 1, . . . , M, in an at- 
tempt to attenuate the echo pulses. According to Eq. 
(24), this is equivalent to applying beamforming to 

the all-pass components of the microphone signals 

X;(w). 
Assuming that the microphone array has been 

pre-steered in the direction of the desired source, 
delay-and-sum beamforming of the all-pass compo- 

nents can be simply expressed in the frequency-do- 
main as 

YBeamW =; ,: X,..,,(w). (33) 
,= 1 

Substituting Eq. (24) into Eq. (331, we obtain 

YtieamW = S*,,(@) .HBeam(~)~ (34) 

where 

(35) 

In Eq. (341, S,,,(w) is the all-pass component of the 
source speech and so has unit magnitude. However, 
it is not true in general that the output Haearn of 

the beamforming operation in Eq. (35) has unit 
magnitude. Hence, in general IYs_,,(w)l # 1 so that 

YBeam(w) is not an all-pass component. Since the 
purpose of the processing of the all-pass components 
of the microphone signals is to obtain an estimate of 

the all-pass component of the original speech signal, 
further processing is required. 

For this purpose, we propose removing the mini- 

mum-phase component of YBe,,(w). For an arbitrary 
Fourier transform X(w), this can be achieved by 
dividing X(w) by its minimum-phase component, 
which in turn can be evaluated using the procedure 
described in Section 3. Let &X(w)} denote the 
operation which assigns to X(w) the corresponding 

all-pass component obtained in this manner. Apply- 
ing the operator 4 .} to Eq. (34) yields 

(36) 

where H O. AIl(w) = 4 HBeam(w)} is the all-pass com- 
ponent of HBeam(w). In the time domain, Eq. (36) 

becomes 

Yd n> = s*d n> * ho, Ad n) ) (37) 

where h,,,,,(n) is the inverse Fourier transform of 

H,, AI,(W). 
Two other approaches were also tried for the 

all-pass recovery of the original speech. The first one 
consists of normalizing Ye_,(w) in Eq. (34) by its 
magnitude. The second one consists of using the 
all-pass component of the output of a conventional 
beamformer applied to the microphone signals as the 
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all-pass recovery Y,,,(w). However, simulation re- 
sults show some loss in performance (particularly 
array gain) when these approaches are used. Thus, 
we prefer to use Eq. (36) for the all-pass recovery of 
the original speech. 

4.3. Combination of the minimum-phase and all-pass 
components 

In the proposed dereverberation technique, the 
minimum-phase component yMi,,(n) (Fq. (32)) and 
the all-pass component yA1i(n) (Eq. (37)) are con- 
volved to produce the final output of the system. 
Thus the recovered speech can be expressed as 

Y( n, = YMin( ‘I* Y*H( ‘). (38) 

Using Eq. (32) and Eq. (37), we can also write 

y(n) =+)* h&r>, (39) 

where 

h0( ‘1 = h0, Min( ‘) * hCl, All( n). (40) 

According to Eq. (39), the final output y(n) is a 
linear convolution of the speech signal s(n) with 
h,(n), which is independent of s(n) and hence can 
be viewed as an equivalent impulse response for the 
processor. Thus, in principle, the dereveberation per- 
formance can be evaluated independently of the 
source speech by examining the impulse response 
h,(n). 

Experimental results showed that considerable re- 
duction of reverberation could be obtained from the 
equivalent processor impulse response h,(n) by us- 
ing the technique described above. However, it was 
also observed that a large negative peak could be 
created following the direct-path peak in h,,(n) when 
the room reflectivity was large. This negative peak 
was found to result from the non-linear operator .!a? 
in Eq. (361, which is used to remove the minimum- 
phase component of Yae,,(w>. The operator LZ? seems 
to introduce some direct-path signal distortion during 
the recovery of the all-pass component. To offset this 
effect, the following fixed filter D(z) was found 
effective: 

(41) 

where 0 < OL < 1. The specific value of CY is depen- 
dent on the room reflection coefficients. Typical 

values of OL in our applications range from 0.3 to 0.5 
(room reflection coefficient 0.7-0.9). 

5. Implementation of the new processor 

Short-term discrete Fourier transform (DFT) anal- 
ysis and synthesis techniques are required in a practi- 
cal implementation of the new processor described 
above. These techniques consists of two fundamental 
steps, namely segmentation and reconstruction (Al- 
len, 1977; Portnoff, 1976). In the segmentation step, 
segments of the reverberant speech are obtained by 
applying a finite length window to the microphone 
signals. In essence, dereverberation processing would 
be applied to these segments. In the reconstruction 
step, processed speech segments are recombined to 
form the final output signal. The latter is usually 
dependent on the type of window used in the imple- 
mentation. In particular, the output may deviate from 
the desired response due to the effect of the window. 
This effect is difficult to remove in the synthesis 
output if a time-varying spectral modification (i.e., 
changing from segment to segment) is applied during 
the dereverberation processing (Allen, 19771, as 
would be the case with the new technique. In our 
implementation of the new processor, Allen’s short- 
term DFT analysis and synthesis technique (Allen, 
1977) is employed. The overall processor implemen- 
tation is outlined in block diagram form in Fig. 5. 
Related computational details are described below. 

5.1. Window and segmentation 

Following delay alignment (as indicated by the 
variables 7i in Fig. 51, a low-pass window function 
of length L is applied synchronously to each micro- 
phone signal xi(n) (i = 1, . . . , M). We used a Ham- 
ming window. The windowed signal of each channel 
is padded with zeros to form a segment of length 
N > L. Since modifications will be made to the 
spectrum of each segment, the values of L and N 
should be carefully chosen so as to avoid serious 
time aliasing during synthesis (Allen, 1977; Allen et 
al., 1977). A typical value of N is 2 L. The array of 
synchronous segments taken from the M micro- 
phone channels are processed as described below to 
produce a single segment of enhanced speech at the 
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processor output. Following this processing, the win- 
dow is shifted along the time axis and the procedure 
is repeated. To properly reconstruct the successive 
output segments, overlapping of the analysis window 

is needed. For a Hamming window, a reasonable 
length for the window overlap is 3L/4 (Allen, 1977; 

Allen et al., 1977). 

5.2. Decomposition into minimum-phase and all-pass 

components 

The decomposition of the segments into mini- 
mum-phase and all-pass components is performed in 
the frequency domain. Let xifn, k) denote the kth 
segment of the ith microphone signal, where i = 

1, . ..) M, n = 0, . . , IV- 1 and k= 1, . . . . ~0. Its 
discrete Fourier transform is first computed by using 

the fast Fourier transform (FFT) algorithm, as indi- 

cated below: 

X,(w,,k) =FFT[xi(n,k)], i= 1, . . . . M, (42) 

where o,=2rrZ/N (Z=O, . . ..N- 1) is the dis- 
crete frequency. The real cepstrum of the segment 
x,(n, k) is then calculated as 

ai(n,k) =FFf-‘[log(Xj(o,,k)l], i= 1, . . . . M, 

(43) 

and the cepstrum of the minimum-phase component 
of xi(n, k) is 

Ri,Min( n,k) = F(n) ii( n, k), (4) 

where i (n) is a window function whose purpose is 
to zero the cepstrum for negative quefrencies: 

i 

1, n = 0, N/2, 

P(n) = 2, 1 <n<N/2, (45) 

0, N/2<n<N- 1. 

These M channel cepstra are fed into the subproces- 
sor for the minimum-phase recovery while the mini- 

Fig. 5. Block diagram of the new dereverberation processor. In this figure, & ‘1 denotes the operation which assigns to its input the 

corresponding all-pass component. 
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mum-phase components of Xi(ol, k), i = 1, . . . , M, 
are obtained as 

Xi,Min(“l~k) =exP[m[Ei,Min(n~ k>l]. (46) 

Finally, the all-pass component Xi,.,,,(wI, k) is ob- 
tained as 

5.3. Processor kernel 

The two subprocessors for the minimum-phase 
and all-phase components have been described in 
Section 4. For the kth segment, the minimum-phase 
and all-pass recoveries of the desired speech signal 
are implemented according to the following expres- 
sions, respectively: 

yh4inOwl~ k, 

(49) 

where B ,,(n> is the periodic version (with period 
N) of the window of Eq. (27) and the operator 4 * I 
is as defined in Section 4.2. Once the all-pass and 
minimum-phase components are available, the com- 
posite signal recovery is obtained as 

y(0) =m-‘[Y,jn( WA * Y,ll(Wl~ k)l PO) 
for n = 0, . . . . N- 1 and k= 1, . . ..a. 

5.4. Synthesis 

Before the synthesis, a final modification is made 
to each output segment y(n, k). According to Eq. 
(39), the output segment y(n, k) is (approximately) 
the linear convolution of the source speech with the 
impulse response h,(n). As explained earlier, the 
position of the direct-path peak in h,(n) is left 
invariant by the processing and is the same as that of 
the individual impulse responses h;(n) (after delay 
alignment). So in each output segment y(n, k), the 
direct-path signal has approximately no time shift 
relative to that in the input segments x,(n, k). Be- 

cause xi(n, k) was obtained by padding N - L zeros 
to an L - point microphone signal, it follows from 
the above observation that in each output segment of 
length N, the desired signal occupies only the first L 
samples. Thus, in the processor, the last N - L 
samples of each output segment are set to zero 
before the final synthesis, without introducing any 
signal distortion. 

The segment synthesis technique (Allen, 1977) is 
finally applied to the modified output segments. In 
essence, it consists of summing up all output seg- 
ments in the time domain while maintaining the 
proper phase relationship between the successive 
time windows used in the segmentation. 

6. Results 

This section presents the results of simulations 
and audio tests conducted to evaluate the new dere- 
verberation technique described above. Results for a 
conventional beamfotmer are also provided for the 
purpose of comparison. 

A computer implementation of the image method 
as described in (Allen and Berkley, 1979; Peterson, 
1986) is used to generate synthetic room impulse 
responses for the microphones. The sampling fre- 
quency used for the synthesis of the impulse re- 
sponses is 10 kHz. The room size is assumed to be 
5 m (length) X 4 m (width) X 3 m (height). The six 
walls of the room have the same reflection coeffi- 
cient. Two different array configurations are used for 
the evaluation of the new processor, namely: a uni- 
form linear array and a harmonically nested linear 
array. The simulation scenario for the case of the 
uniform linear array is illustrated in Fig. 6, where the 
number of microphones is M = 17 and the micro- 
phone spacing is 4cm. The array and the source 
speaker lie in an horizontal plane at an elevation of 
1.5 m. The nested array is obtained by repositioning 
the last 4 microphones of the two ends of the above 
linear array. In effect, it can be viewed as the 
superposition of three uniform linear subarrays with 
element spacing 4cm, 8 cm and 16cm, respectively. 
Each subarray contains 9 microphones, some of them 
being shared by the subarrays, so that the total 
number of microphones is also 17. These subarrays 
would be applied to speech signals which cover three 
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Im 
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Fig. 6. Simulation scenario: the room size is 5 m X 4m X 3 m; the 

speaker and the microphone array are positioned on an horizontal 

plane at elevation of 1.5 m. 

different octaves respectively. However, for simplic- 

ity, the whole nested array is used for the full-band 
speech signals in the following simulations. 

Note that a pre-steering of the array is needed in 
our algorithm. To do this, digital interpolation tech- 
niques could be used in practice to obtain a high 

spatial resolution. In our simulations, for simplicity, 
we performed the pre-steering before the time sam- 

pling in the room response synthesis program. As a 
result. exact time-alignment of the direct-path micro- 
phone signals could be achieved. Higher sampling 
frequency could also be used to simulate the behav- 
ior of an array correctly with the image method. 

6. I. Evaluation of processor’s impulse response 

In this subsection, we first investigate the associ- 
ated impulse response of the new processor. For each 

array configuration, the room impulse responses 
hi(n) of the M microphones are passed through the 
new processor and a conventional beamformer, re- 

sulting in an equivalent impulse response h,(n) at 
the output. The array gain defined in Eq. (4) and Eq. 
(7) is then used to evaluate the dereverberation per- 

formance. This procedure is repeated for several 
values of the wall reflection coefficient 

Array gain versus room reflection coefficient for 
the new processor and the conventional beamformer 
is shown in Fig. 7. As can be seen from this figure, 

for small reflection coefficients, the array gains of 
the processors are almost identical. But for a typical 
environment where the wall reflectivity p > 0.7, the 
new processor shows a significant array gain im- 

provement over the conventional beamformer. For 
the uniform linear array, this improvement is be- 

tween 3 to 6 dB, while for the nested array, the 
improvement is between 4 to 8 dB. Note that above a 

certain reflectivity threshold, the array gain of the 
conventional beamformer decreases when the reflec- 

tion coefficient increases. This may be due to the 
fact that several of the echoes in different room 
impulse responses h,(n) are ‘co-phased’ or time- 

aligned. Thus, as the wall reflectivity increases, con- 
ventional beamforming becomes inefficient in 
smoothing out such spatially correlated echo pulses. 
Fig. 7 shows that the two array configurations yield 
different results. In particular, the nested array ex- 

hibits an obvious advantage over the uniform linear 
array (this is also true for the audio tests described 
below). This result is consistent with other observa- 
tions found in the literature (Grenier, 1993; Keller- 

mann, 1991) and may be attributed to the better 
spatial resolution properties of the nested array, as 
explained in Section 2. In the sequel, only rhe results 
for the nested array are presented. 

Fig. 8 shows the impulse responses at the outputs 
of a single microphone, the conventional beam- 
former and the new processor for the nested array. 
The wall reflection coefficient used to obtain these 

14 
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Conventional beamformer 
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Fig. 7. Array gain versus wall reflection coefficient. 
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Fig. 8. Impulse responses when the reflection coefficient is 0.8 (reverberation time 0.3 set): (a) single microphone, (b) conventional 

beamformer and (c) new processor. 

results is l3 = 0.8 (the corresponding reverberation 
time TR = 0.3 set). It can be seen that the conven- 
tional beamformer is effective in suppressing the 
echoes, while the new processor makes a further 

significant improvement. 

6.2. Dereverberation performance for speech signals 

Another set of experiments were performed to 
evaluate and compare the dereverberation perfor- 
mance of the new processor and the conventional 
beamformer on speech signals. In the experiment, 
clean speech with 1OkHz sampling rate was con- 
volved with the room impulse responses h,(n) to 
produce the 17 microphone outputs of the nested 

array. The following parameter values were used for 
the implementation of the new processor: 

Hamming window: L = 2048; 
FFT length: N = 2L = 4096; 
Frame overlapping: 3 L/4; 

Cutoff time for GJ~_+,(~): n, = 512. 
Following the dereverberation processing, speech 
from the output of a selected microphone as well as 
the enhanced speech at the output of the conven- 
tional beamformer and the new processor was sent to 
a 16-bit digital audio card for listening tests. When 
the reflection coefficient is large, i.e. l3 > 0.9 (i.e. 
T, > 0.54 set), strong reveberation is audible for the 
single microphone speech. An evident reduction of 
reveberation can be heard from the output of the 
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Fig. 9. Speech spectrograms when the reflection coefficient is 0.8 (reverberation time 0.3 set): (a) anechoic speech, (b) reverberant speech at 

one single microphone, (c) speech processed by the conventional beamformer and (d) speech processed by the new processor. (The speech 

shown is the first part of the sentence “post no bills on this office wall”.) 
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conventional beamformer; but there still remain some 
audible reverberation especially in low frequencies. 
For the new processor, a further reduction of rever- 
beration was obtained as compared to the conven- 
tional beamformer. Both male and female speeches 
were tested and the results were similar. 

Fig. 9 shows the narrow-band spectrograms of the 
original (anechoic), reverberant (single microphone) 
and the dereverberated (conventional beamformer 
and new cepstral processor) speech signals when 
B = 0.8 (TR = 0.3 set). These spectrograms are ob- 
tained from the convolutions of an anechoic speech 
with the corresponding impulse responses. Compar- 
ing Fig. 9(d) with cc), we see that the new processor 
shows a cleaner harmonic structure in the spectro- 
gram. Furthermore, a significant reduction of rever- 
beration, especially in the low frequencies, is ob- 
served with the new processor. These observations 
are consistent with the results of the audio tests. ’ 

The new technique presented in this paper is also 
applicable in the presence of low-level uncorrelated 
background noise. In particular, for signal-plus-re- 
verberation to noise ratio on the order of 20 to 30 
dB, the background noise has no audible effects on 
the dereverberated speech. An interesting avenue for 
future research would be to investigate more exten- 
sively the effects of background noise, directional 
interferences and other modeling errors on the per- 
formance of the new dereverberation technique. 

7. Discussion 

In this paper, a new multi-microphone dereverber- 
ation technique was proposed which is well suited to 
acoustic environments in which the impulse re- 
sponses are time-variant. The new technique com- 
bines spatial and cepstral processing of the delay- 
steered microphone signals and is motivated by the 
observation that the minimum-phase and the all-pass 
components of the microphone signals are affected 
differently by the room acoustics. When compared to 
a conventional beamformer, the new processor re- 
sulted in a 4-8dB array gain improvement. The 

2 The corresponding audiofiles are available at 

http://www.elsevier.nl/locate/specome . 

dereverberation effects of the new processor and its 
advantages over the conventional beamformer were 
also verified in listening tests. The simulations and 
tests for the new processor also raised several inter- 
esting issues, some of which are discussed below. 

In general, the process of minimum-phase and 
all-pass decomposition will introduce extra zeros in 
the minimum-phase component and extra poles in 
the all-pass components. These zeros and poles will 
cancel each other when the two components are 
recombined. Even if a mixed-phase signal has finite 
duration, its all-pass component will be infinite due 
to these extra poles. Thus, time-aliasing will occur in 
the discrete expressions of the all-pass components 
as shown in Fig. 4(c). When the minimum-phase and 
all-pass components are processed differently, their 
combination may fail to eliminate the extra poles. As 
a result, time-aliasing will also appear in the final 
output. This explains why some time-aliasing occurs 
in the impulse response of the new processor, as 
shown in Fig. 8(c). As the length of the impulse 
responses hi(n) increases, more poles are introduced 
in their all-pass components and the time-aliasing 
becomes more serious. Padding zeros to the analysis 
window can reduce the extent of time-aliasing, but a 
too long analysis window may be impractical for 
implementation, 

Exponential weighting can be used to convert 
some mixed-phase components into minimum-phase. 
In effect, exponential weighting emphasizes the min- 
imum-phase processing by reducing the number of 
poles in the all-pass component. As a result, the 
time-aliasing phenomenon discussed above will be- 
come less significant when exponential weighting is 
used. However, if the analysis window is very long, 
which is often required in the case of cepstrum-based 
processing, serious numerical errors may be pro- 
duced in the recovery process due to exponential 
deweighting. 

One possible solution to this problem is to 
deweight only the minimum-phase component which 
decays rapidly, but not the all-pass component which 
is more severely affected by deweighting. This pro- 
cess is further motivated by the fact that the phase 
information, which is contained in the all-pass com- 
ponent, is not too important for the perception of 
speech signals. Indeed, several simulations of this 
approach have shown better results in terms of the 
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processor’s impulse response. However, when it is 
used in connection with the short-time DFT analy- 
sis/synthesis technique described previously for the 
dereverberation of continuous speech signals, there 
still exist some problems. If only the minimum-phase 

component is deweighted before the combination, 
discontinuity between consecutive segments may oc- 
cur due to a loss of phase information. When the 
length of the segment is small (< 25 msec in our 
applications), no speech distortion can be perceived 

as a result of this effect. However, if the length of 
the segment is increased for the purpose of efficient 

dereverberation, phase discontinuity can be heard. 
These preliminary results indicate that the param- 

eter of the exponential weighting, the length of the 
analysis window and the type of segmentation/re- 

construction scheme are important factors for the 
efficient application of exponential weighting. Fur- 
ther research is needed in this area. 

As for the case of continuous speech dereverbera- 
tion, there also exist some implementation errors in 

the new processor. We showed in (39) that the 
output of the processor is approximately a convolu- 
tion of the source speech with the impulse response 
of the processor. But when continuous speech signals 

are processed, this result may not be true for each 
output segment. This is due to the fact that each 
segment of reverberant speech cannot be expressed 
exactly as the convolution of a segment of clean 

speech with the room impulse response (Bees et al., 
1991). These segmentation errors, which are com- 
mon in many segment-based processing systems, 
become more significant as the length of the room 
impulse response increases or, equivalently, as the 
analysis window is made shorter. Therefore, the use 

of an analysis/synthesis scheme for the processing 
of continuous speech usually does not produce ex- 
actly the same result as the direct convolution of the 
processor equivalent impulse response with the origi- 
nal speech. In our experiments. this type of imple- 
mentation errors sometimes introduced some slight 
performance reduction for dereverberation when the 
analysis/synthesis technique (Allen. 1977) was em- 

ployed. Thus, more robust analysis/synthesis tech- 
niques could be considered for use in continuous 
speech dereverberation. 

Finally, we need to point out that most of the 
observations and the conclusions made in this paper 

are based on the use of synthetic room impulse 
responses generated with the image method. This 
type of approach has been widely used in basic 
studies of room acoustics because of its controllabil- 
ity and reproducibility. Yet, an interesting avenue for 

a future work would be to study the properties of the 
minimum phase and all-pass components of real 
room impulse responses and to evaluate the proposed 
algorithm in a practical environment. 
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