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ABSTRACT

In this paper, we present a novel background noise cod-
ing scheme for variable rate speech coders. Existing ap-
proaches to noise coding at very low bit rates (i.e. below 1
kbps) fail to faithfully reproduce background noise result-
ing in a degradation of the overall perceptual quality. In our
approach, classification of the noise type is used to select
the type of excitation to be used at the receiver. To illus-
trate the benefits of our scheme, we have modified the noise
coding mode of the CDMA enhanced variable rate codec
(EVRC) to include the proposed class-dependent noise ex-
citation model. Evaluation tests have shown that we have
improved the overall quality with the proposed noise coding
scheme without an increase in bit rate.

1 INTRODUCTION

A typical telephone conversation contains approximately
40% active speech bursts and 60% silence and non-speech
sounds. Variable bit rate (VBR) coding can exploit non-
speech activity to reduce the average bit rate and to in-
crease system capacity [1]. Reduction of the bit rate in a
VBR coder is achieved by using a lower rate coding mode
for the non-speech periods. In noisy environments, the
speech gaps are filled with background environment sounds
such as those in a car, restaurant, street, and office.

The overall quality of a telephone conversation using
VBR coding depends on three major components: speech
coder, noise coder, and voice activity detector (VAD). In
the present generation of VBR speech coders, a simple
excitation-filter model is used for noise synthesis [1], [2],
and [3]. Existing noise coding algorithms, with bit rates
below 1 kbps, fail to naturally reproduce many of the acous-
tic background noise commonly encountered in mobile en-
vironments (i.e. restaurant, bus, shopping center, and air-
port). The change in the character of the noise between talk
spurts and speech pauses is noticeable and can be annoying
[4]. The ITU-T Study Group 12 (Question 17 “Noise as-
pects in evolving networks”) is currently studying the effect
of background noise in voice communications systems [5].
Moreover, some speech coders fail to handle background
noise resulting in unnatural-sounding artifacts to the lis-
tener [6]. Recently, Beritelli [4] has proposed a multi-mode
noise coding scheme with bit rates from 0–4.9 kbps as part
of a CS-ACELP VBR coder.

In this paper, we present an improved background noise
coding mode for variable bit rate speech coders. The novel
part of the scheme is the use of noise classification and
residual substitution to achieve natural-quality reconstruc-
tion of acoustic environment sounds at very low bit rates.

The paper is organized as follows. Section 2 reviews
background noise coding based on linear prediction syn-
thesis models. In Section 3, we present a novel background
noise coding scheme using class-dependent residual sub-
stitution. Implementation and evaluation of the coding
scheme are presented in Section 4. Finally, conclusions and
future work are discussed in Section 5.

2 LINEAR PREDICTION-BASED
NOISE CODING

A common scheme to encode background noise signals at
very low bit rates (below 1 kbps) is to excite a low-order
linear prediction (LP) synthesis filter with a white Gaus-
sian noise (WGN) matching the background noise residual
energy. The few bits available for each frame are allocated
to quantize the LPC spectral parameters and the residual
energy. The residual waveform is not encoded, instead a
random number generator is used at the receiver. As an
example, we show in Table 1 the bit allocation of the 800
bps noise coding mode in CDMA VBR coders (QCELP,
Q13, and EVRC) [2], [7], and [8]. We have studied the
performance of the above noise coding model for different
types of background noise common in mobile environments
(i.e. car, street, restaurant, bus, and office). From our
evaluation, we found that the above model works well for
some noises (i.e. car, computer fan, and traffic), but it fails
to naturally reproduce other sounds like restaurant, bus,
and shopping center noise (even with an unquantized LPC
model). The main reason is that the WGN excitation is a
poor model for the LP residual of some noises.

As we can not afford to directly encode the residual wave-
form, we have investigated different ways to parameterize
the noise LP residual using only few bits. A slight im-
provement in quality was gained by using the residual time
envelope to modulate the WGN excitation [3]. We have
observed that some noises have non-flat residual amplitude
spectra and thus using a white excitation is not proper. We
represented the residual amplitude spectrum with a low or-
der (i.e. 18) critical band gain vector and used a random
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phase spectrum. With this spectral excitation model, the
quality improved slightly but with some muffling. We have
identified that the residual Fourier phase contributes signif-
icantly to preserving naturalness in the synthesized noises.
This agrees with the conclusion reported in [9] that the
phase spectrum of the LP residual determines the temporal
waveform and contributes significantly to the overall qual-
ity. Direct coding of residual phase is not possible with the
very low-bit rate constraint.

Saint-Arnaud et al. [10] define a sound texture as a sig-
nal that exhibit similar “perceptual” characteristics over
time. From our experience with many types of environ-
ment sounds, we have observed that there is a large amount
of “perceptual redundancy” over time. We have exploited
this redundancy to devise a new excitation model for the
LP residual of background noise.

Table 1 Bit allocation for a 20 ms noise frame in CDMA VBR
coders

Parameter QCELP Q13 EVRC

LSF coefficients 10 10 8

Residual energy 6 6 8

Residual waveform - - -

Total 16 16 16

3 CLASS-DEPENDENT NOISE
CODING

In Figure 1, we show a block diagram of a LPC synthesis
model with the proposed class-dependent residual substi-
tution. In our approach, instead of using a white noise
excitation to a LPC synthesis filter, we choose an excita-
tion signal from a set of pre-stored excitation signals, one
for each of a number of classes of noise types. We have
observed that if a stored LP residual waveform of an ap-
propriate type is used, the character of the noise is well
preserved. An example of a class of noise is babble noise (a
large number of simultaneous talkers). For example, if we
save the residual from one instance of babble noise and use
it for another, the output of the LPC synthesis filter is per-
ceptually similar to the original. A different stored residual
would be used if car noise is encountered. Our experimen-
tal results have confirmed that this class-dependent residual
substitution can produce natural quality for a number of
different noise types common in mobile environments (i.e.
car, street, bus, and restaurant).

In our scheme, classification of environment acoustic
noise is used to select the type of excitation for each frame.
The type of residual to be used at the receiver can be trans-
mitted as a short code or extracted during speech activity
(i.e. using information from the hangover frames). A set
of features are extracted from a noise frame and a classifier
is used to decide the appropriate noise class.

4 IMPLEMENTATION & EVALUATION
We have modified the noise coding mode of the EVRC
speech coder to include our class-dependent residual substi-
tution scheme. We have replaced the pseudo-random noise

��������������
��������������
��������������
��������������
��������������
��������������

��������������
��������������
��������������
��������������
��������������
��������������

��������������
��������������
��������������
��������������
��������������
��������������

��������������
��������������
��������������
��������������
��������������
��������������

Feature
Extraction

g

filter
LPC synthesis y(n)x(n)z(n).

.

.

.

.

iinput frame

excitation shape

noise residual codebook

r

quantized parameters

noise type 1

noise type 2

noise type M

noise
classification

noise class

feature

v
vector

Fig. 1 Class-dependent Residual Substitution

generator with a codebook containing stored LP residual
from M noise types. The residual codebook has a size of
M ×L, where M is the number of noise types, and L is the
length (in frames) of stored LP residual for each noise type.
The length of the stored residual should be long enough to
prevent any perceivable repetition of the noise. For our im-
plementation, we have selected M to be 4 noise classes. To
preserve the texture of the reconstructed noise, sequential
residual substitution has to be done for each noise type. A
frame counter for each noise class is used to select a segment
of stored residual sequentially.

We have experimented with classifying the background
noise into a number of canonical types. The details of our
work in designing and evaluating noise classification algo-
rithms can be found in [11]. A decision is made once every
20 ms to select the noise type. Classification accuracies of
about 89% were obtained, with the accuracy depending on
the noise class. The best classification results were obtained
using a quadratic Gaussian classifier (QGC) with the line
spectral frequencies (LSFs) as features. A sample of the
results are shown in Table 2 in the form of classification
matrix.

Using an unquantized LPC synthesis model with the
class-dependent residual substitution excitation, we have
obtained natural quality synthesis of different background
noises. However, when we evaluated the EVRC coder with
both the existing and the proposed noise coding schemes,
only a slight improvement was perceived. To investigate
the problem, we have studied the spectral quantizer of the
EVRC noise coding mode. It uses two codebooks, each of
size 16 codevectors and dimension 5. We have observed
that even though 8 bits per frame are allocated for spec-
tral quantization, only a few codevectors are used for all
the noises we have tested. In Tables 3 and 4, we show the
codevectors usage statistics in the two noise codebooks. We
conclude that the noise spectral codebooks are not being
used efficiently. We have designed a new 8-bit spectral vec-
tor quantizer1 using background noise training data. With
the new quantizer, we have obtained natural quality syn-

1The complexity is still lower than the spectral quantizer in the
speech mode



thesis of the background noises we have considered. This
improvement in the quality of coded background noise dur-
ing non-speech activity helps in preserving noise continuity
between talk spurts and speech pauses. Our scheme pro-
vides a significant improvement in quality over the original
EVRC coder.

Table 2 Classification matrix: Gaussian classifier

Babble Car Bus Factory Street

% % % % %

Babble 79.8 0.0 12.8 2.0 5.4

Car 0.0 99.6 0.2 0.2 0.0

Bus 8.8 0.0 85.2 2.2 3.8

Factory 1.0 0.0 5.6 93.2 0.2

Street 1.8 0.0 24.8 2.0 71.4

Table 3 Statistics of codevectors usage: noise LSF CB1

CB Babble Bus Car Street

entry % % % %

1 11.60 12.60 63.67 19.10

2 54.90 66.50 36.32 24.75

3 0.07 0.15 0.00 0.17

4 33.00 19.63 0.01 53.20

5 0.10 0.46 0.00 1.02

6 0.07 0.07 0.00 0.11

7 0.01 0.03 0.00 0.00

8 0.14 0.04 0.00 0.35

9 0.00 0.02 0.00 0.00

10 0.07 0.14 0.00 0.39

11 0.03 0.18 0.00 0.76

12 0.01 0.19 0.00 0.03

13 0.00 0.00 0.00 0.00

14 0.00 0.01 0.00 0.11

15 0.00 0.00 0.00 0.01

16 0.01 0.01 0.00 0.00

Table 4 Statistics of codevectors usage: noise LSF CB2

CB Babble Bus Car Street

entry % % % %

1 0.08 0.01 0.00 0.02

2 1.33 0.20 0.03 0.27

3 10.32 10.27 10.51 13.44

4 3.56 5.15 5.20 5.94

5 0.74 1.12 0.00 2.22

6 18.64 23.80 7.70 26.40

7 0.09 0.06 0.00 0.10

8 49.36 39.48 73.40 37.29

9 7.75 13.30 3.13 12.88

10 4.02 2.70 0.03 0.48

11 0.18 0.07 0.00 0.10

12 0.33 0.36 0.00 0.10

13 1.63 1.69 0.00 0.34

14 1.68 1.14 0.00 0.08

15 0.10 0.05 0.00 0.18

16 0.19 0.68 0.00 0.13

5 CONCLUSION
We have presented a novel very low bit rate background
noise coding mode for variable rate speech coders. Class-
dependent residual substitution is used at the receiver to
naturally reproduce background noise. We have integrated
our noise coding scheme within the EVRC coder to give im-
proved overall quality. We are currently continuing work
on this promising noise coding technique and we are devel-
oping a more general residual substitution algorithm using
a noise mixture model with canonical noise classes.
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