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Abstract—Data transmission over bandlimited channels requires pulse shaping to eliminate or control intersymbol interference (ISI). Nyquist filters provide ISI-free transmission. Here we introduce a phase compensation technique to design Nyquist filters. Phase compensation can be applied to the square-root of any zero-phase bandlimited Nyquist filter with normalized excess bandwidth less than or equal to one. The resulting phase compensated square-root filter is also a Nyquist filter. In the case of a raised-cosine spectrum, the phase compensator has a simple piecewise-linear form. Such a technique is particularly useful to accommodate two different structures for the receiver, one with a filter matched to the transmitting filter and one without a matched filter.

We also use the phase compensation technique to characterize a more general family of Nyquist filters which subsumes raised-cosine spectra. These generalized raised-cosine filters offer more flexibility in filter design. For instance, the rate of asymptotic decay of the filter impulse response may be increased, or the residual ISI, introduced by truncation of the impulse response, may be minimized. Design examples are provided to illustrate these choices.

Index Terms—Data transmission, intersymbol interference, Nyquist filters, pulse amplitude modulation.

I. INTRODUCTION

A CONVENTIONAL baseband pulse amplitude modulation (PAM) signal can be represented as

\[ x(t) = \sum_{k=-\infty}^{\infty} a_k g(t - kT_s) \]  

where \( a_k \)'s are the transmitted symbols and \( g(\cdot) \) is a real-valued “Nyquist pulse” which satisfies Nyquist’s first criterion

\[ g(kT_s) = \begin{cases} 1, & \text{for } k = 0 \\ 0, & \text{for } k = \pm 1, \pm 2, \ldots \end{cases} \]  

\( g(\cdot) \) represents the overall impulse response of the transmitting filter, receiving filter, and the communication channel. Each transmitted symbol \( a_k \) can be recovered from the received signal \( x(t) \), by taking samples of \( x(t) \) at the time instances \( kT_s \). In other words, choosing \( g(\cdot) \) as a Nyquist pulse avoids intersymbol interference (ISI), and allows sample-by-sample detection at the receiver. In the frequency domain, Nyquist’s first criterion is written as

\[ \sum_{n=-\infty}^{\infty} G(f - \frac{n}{T_s}) = T_s \]  

where \( G(f) \) is known as a Nyquist filter. A particular Nyquist filter with wide practical applications is the raised-cosine filter

\[ G_{rc}(f) = \begin{cases} T_s, & |f| \leq \frac{1-\alpha}{2T_s} \\ T_s \cos^2 \left( \frac{\pi T_s}{2\alpha} \left( |f| - \frac{1-\alpha}{2T_s} \right) \right), & \frac{1-\alpha}{2T_s} \leq |f| \leq \frac{1+\alpha}{2T_s} \\ 0, & |f| > \frac{1+\alpha}{2T_s} \end{cases} \]  

where \( \alpha \) is called the roll-off factor and takes values between zero and one. The parameter \( \alpha \) also represents the normalized excess bandwidth occupied by the signal beyond the Nyquist frequency \( 1/2T_s \).

In practical applications, the overall magnitude response of the Nyquist filter is split evenly between the transmitter and receiver. The phase response of the receiving filter compensates for the transmitting filter phase so that the overall filter has a linear phase

\[ G(f) = G_T(f) G_R(f) \]

\[ |G_T(f)| = |G_R(f)| = \sqrt{|G(f)|} \]

\[ \angle G_R(f) = -2\pi f r_0 - \angle G_T(f). \]  
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matched filter) is particularly useful to reduce the cost of the receiver [2]. There are also new voice-band modems designed for PCM channels where the channel at one end is terminated to the digital telephone network [3]–[5]. Since there is no access to the filters at the telephone network, the pulse shaping should be performed entirely at the other end (analog end user). The phase compensation technique, as it will be described here, provides a method to perform pulse shaping at one end of the channel and, at the same time, stay compatible with the other structures where a matched filter is in place at the receiver.

In Section II, a general relationship between phase and amplitude responses of a bandlimited Nyquist filter is presented. We show that a bandlimited zero-phase Nyquist filter can always be split into two cascaded Nyquist filters matched to one another. The special case of the square-root raised-cosine spectrum is investigated. We quantify the SNR degradation due to replacing the matched filter by a lowpass filter.

In Section III, a bandlimited Nyquist filter with excess bandwidth less than or equal to one is characterized by a phase compensator. A general family of Nyquist filters is introduced which includes the standard raised-cosine filters. The square-root of the generalized raised-cosine filter can be phase compensated to become a Nyquist filter. Some examples of Nyquist filter design are presented.

II. EXTENSION OF NYQUIST’S FIRST CRITERION

The transfer function of a filter \( G(f) \) with real impulse response \( g(t) \) can be expressed in terms of its magnitude and phase responses

\[
G(f) = |G(f)| \cdot e^{j\phi(f)}
\]

where \( \phi(\cdot) \) is a real-valued odd function and \( |G(\cdot)| \) is a real-valued function with even symmetry. In our discussion we assume \( G(f) \) is bandlimited to \(|f| < 1/T_s\). We consider the relationship between \( |G(f)| \) and \( \phi(f) \) such that \( G(f) \) satisfies Nyquist’s first criterion. For a Nyquist filter with normalized excess bandwidth less than or equal to one, Nyquist’s first criterion is written as

\[
|G(f)| \cdot e^{j\phi(f)} + |G(f - 1/T_s)| \cdot e^{j\phi(f-1/T_s)} = K,
\]

\[
0 \leq f \leq \frac{1}{T_s}
\]

where \( K \) is a real constant. Following Gibby and Smith [6], we decompose (7) into the real and imaginary parts

\[
|G(f)| \cdot \cos \phi(f) + |G(f - 1/T_s)| \cdot \cos \phi(f - 1/T_s) = K
\]

\[
|G(f)| \cdot \sin \phi(f) + |G(f - 1/T_s)| \cdot \sin \phi(f - 1/T_s) = 0.
\]

As shown in [6], one can combine (8) and (9) to express \( \phi(f) \) in terms of the magnitude response of \( G(f) \)

\[
\phi(f) = \text{arccos} \left( \frac{K^2 + |G(f)|^2 - |G(f - 1/T_s)|^2}{2K|G(f)|} \right)
\]

\[
0 \leq f \leq \frac{1}{T_s}.
\]

Note that for \(-1/T_s \leq f \leq 0\) the phase response \( \phi(f) \) is determined using its odd symmetry property \( \phi(-f) = -\phi(f) \). Since the argument of the arccos() should be limited to one in absolute value, there may not be a real solution for \( \phi(f) \).

A. Square-Root Nyquist Filters

For the case of a zero-phase Nyquist filter, we can design a phase compensator for the square-root filter such that the compensated square-root filter also satisfies Nyquist’s criterion. To show this, consider the zero-phase Nyquist filter

\[
|G(f)|^2 + |G(f - 1/T_s)|^2 = T_s, \quad 0 \leq f \leq \frac{1}{T_s}.
\]

The phase compensated square-root filter is

\[
G(f) = |G(f)| \cdot e^{j\theta(f)}.
\]

The phase compensator \( \theta(f) \) is chosen such that \( G(f) \) is Nyquist filter. From (10), \( \theta(f) \) can be expressed in terms of \( |G(f)| \) as

\[
\theta(f) = \text{arccos} \left( \frac{A^2 + |G(f)|^2 - |G(f - 1/T_s)|^2}{2A|G(f)|} \right),
\]

\[
0 \leq f \leq \frac{1}{T_s}.
\]

where \( A \) is a real constant. If we choose \( A = \sqrt{T_s} \), the phase compensator simplifies

\[
\theta(f) = \text{arccos} \left( \frac{|G(f)|}{\sqrt{T_s}} \right), \quad 0 \leq f \leq \frac{1}{T_s}.
\]

From (11) it is evident that \( 0 \leq |G(f)|/\sqrt{T_s} \leq 1 \). Therefore, there is always a real solution for \( \theta(f) \) in (14).

The phase compensator can fully characterize the zero-phase Nyquist filter and the phase compensated square-root filter

\[
|G(f)|^2 = T_s \cos^2 \theta(f)
\]

\[
G(f) = \sqrt{T_s} \cos \theta(f) \cdot e^{j\phi(f)}.
\]

Note that \( |G(f)|^2 \) is to within a scaling factor, the real part of \( G(f) \)

\[
|G(f)|^2 = \sqrt{T_s} \text{Re}[G(f)].
\]

B. Phase Compensated Square-Root Raised-Cosine Filter

The standard raised-cosine spectrum as defined in (4) is zero phase and satisfies Nyquist’s criterion. To find the phase compensator \( \theta(f) \), we substitute the square-root of the raised-cosine spectrum into (14). The resulting phase response \( \theta(f) \) is a piecewise-linear function, as shown in Fig. 1 and expressed below

\[
\theta(f) = \begin{cases} \frac{\pi T_s}{2\alpha} \left( -f - \frac{1 - \alpha}{2T_s} \right), & \text{for } -\frac{1 + \alpha}{2T_s} \leq f \leq -\frac{1 - \alpha}{2T_s} \\ 0, & \text{for } |f| < \frac{1 - \alpha}{2T_s} \\ \frac{\pi T_s}{2\alpha} \left( -f + \frac{1 - \alpha}{2T_s} \right), & \text{for } -\frac{1 - \alpha}{2T_s} \leq f \leq -\frac{1 + \alpha}{2T_s}. \end{cases}
\]
Note that $-\theta(f)$ can also be used for phase compensation. Therefore, for the transmitting and receiving filters, we can use $G_T(f) = \sqrt{G_{rc}(f)} e^{i\theta(f)}$ and $G_R(f) = \sqrt{G_{rc}(f)} e^{-i\theta(f)}$, which are individually Nyquist filters and matched to one another. Throughout our discussion here, we assume the time delay $\tau_0$, introduced in (5), is zero. A time delay can always be added to an appropriately truncated filter response to make it causal and physically realizable.

The impulse response of the phase-compensated square-root raised-cosine filter has a simple closed form

$$g(t) = \mathcal{F}^{-1}\left\{\sqrt{G_{rc}(f)} e^{i\theta(f)}\right\}$$

$$= \frac{\pi}{2\sqrt{T_s}} \sin\left(\frac{t}{T_s}\right) \cdot \sin\left(\frac{\alpha t}{T_s} - \frac{1}{2}\right)$$

where $\mathcal{F}^{-1}$ is the inverse Fourier transform and $\sin(x) = \sin(\pi x) / \pi x$. The filter impulse response is expressed as a product of two terms where the first term, $\sin(\pi t/T_s)$, provides the regular zero crossings at integer multiples of $T_s$. In general, adding the phase compensator to the square-root filter changes the filter-impulse response, and the pulse shape may no longer be symmetric.

Using the inverse Fourier transform of (17), we can show that the impulse response of a standard raised-cosine filter is within to a scaling factor the even part of $g(t)$:

$$g_{rc}(t) = \frac{\sqrt{T_s}}{2} (g(t) + g(-t))$$

$$= \frac{\pi}{4} \sin\left(\frac{t}{T_s}\right) \left(\sin\left(\frac{\alpha t}{T_s} - \frac{1}{2}\right) + \sin\left(\frac{\alpha t}{T_s} + \frac{1}{2}\right)\right)$$

which is consistent with the result given in [7, p. 62].

### C. Special Case: Full Excess Bandwidth

In the case of full excess bandwidth, i.e., $\alpha = 1$, $\theta(f)$ is a linear function over the whole frequency range of the filter

$$\theta(f) = -\frac{\pi T_s}{2} f, \quad \text{for } |f| \leq \frac{1}{T_s}.$$
points should be shifted by one quarter of sampling time. However, for the special case of binary data, the center of the eye has the widest vertical opening. In fact, in Appendix A we show that the lower boundaries of the eye pattern stay constant, equal to 1 and −1 for half of the sampling period around the center. The boundaries are shown in Fig. 3(b) as dotted lines. Compared to the eye pattern of the conventional full raised-cosine filter, the eye pattern of the square-root filter shows that it is insensitive to sampling phase error over a large interval.

Note however, that the above results are based on the binary PAM signaling and do not generalize to a multilevel PAM signaling. Fig. 4 illustrates the eye patterns of the same filters with 4-level input data. To avoid ISI, the sampling points for the square-root raised-cosine filter should be shifted by a quarter of a sampling period.

As another example, consider the raised-cosine filter with $\alpha = 0.5$. Fig. 5 shows the eye diagram for the raised-cosine and phase-compensated square-root raised-cosine filters. Due to the nonsymmetric impulse response of the filter, the eye pattern of the modified square-root raised-cosine is not symmetric around the sampling points.

E. SNR Degradation

It is well known that the use of matched filter at the receiver of an additive white Gaussian noise (AWGN) channel maximizes the signal-to-noise ratio at the sampling instants [1]. Here, we quantify the SNR degradation due to the use of a nonmatched filter at the receiver.

Assume that the transmitter uses a modified square-root raised-cosine filter. The received signal is passed through a filter $H(f)$, and is sampled at integer multiples of $T_s$. Let us also assume the channel adds only white Gaussian noise to the transmitted signal. The noise power at the output of the receiving filter is calculated as

$$
\sigma_n^2 = \frac{N_0}{2} \int_{-\infty}^{\infty} |H(f)|^2 df
$$

(24)
Equations (26) and (27) show that there will be a $10 \log_{10}(1 + \alpha)$ dB loss if the matched filter is replaced by an ideal brick-wall filter. For instance, for $\alpha = 0.5$ the loss is 1.76 dB.

III. NYQUIST FILTER DESIGN USING PHASE COMPENSATION

In Section II, we showed how the phase and magnitude responses of a bandlimited Nyquist filter are related. Here we derive a sufficient condition for a real-valued odd function $\theta(f)$ so that the zero-phase bandlimited filter in (15) and the phase compensated square-root filter in (16) satisfy Nyquist’s first criterion. Note that the filters are bandlimited to $|f| < 1/T_s$. The ISI-free condition for both filters can be expressed as

$$
\sqrt{T_s} \cos \theta(f) \cdot e^{j\theta(f)} + \sqrt{T_s} \cos \theta(f - 1/T_s) \cdot e^{j\theta(f - 1/T_s)} = \sqrt{T_s}, \quad 0 \leq f \leq 1/T_s.
$$

(28)

Solving for $\theta(f)$, we obtain the following condition

$$
\theta(f) + \theta(1/T_s - f) = \pi \eta + \pi/2, \quad 0 \leq f \leq 1/T_s
$$

(29)

where $\eta$ is an integer. Note that we use the odd symmetry of $\theta(f)$ to obtain this result.

A. Generalized Raised-Cosine Nyquist Filters

Using the condition developed for the phase compensator in (29), we introduce a general family of Nyquist filters. The standard raised-cosine filter for any normalized excess bandwidth can be regarded as a special case of this family of filters.

Let us define a real-valued monotonic odd function $V(x)$ which satisfies the following conditions

$$
V(x) = V(-x),
\quad V(x) = 1, \quad x \geq 1.
$$

(30)

Consider a real-valued odd function $\phi(f) = -\phi(-f)$ defined as

$$
\phi(f) = \frac{\pi}{4} V\left(\frac{2T_s}{\alpha} \left(f - \frac{1}{2T_s}\right)\right) - \frac{\pi}{4}, \quad f \geq 0.
$$

(31)

It can be verified that $\phi(f)$ satisfies (29). Therefore, the following filters satisfy Nyquist’s first criterion

$$
H_G(f) = T_s \cos^2 \phi(f) = \sqrt{T_s} \cos \phi(f) e^{j\phi(f)}.
$$

(32)

We call $H_G(f)$ a generalized raised-cosine filter. If $V(x)$ is an increasing function for $-1 < x < 1$, $H_G(f)$ corresponds to a low-pass filter with monotonically decreasing spectrum. The phase-compensated square-root of $H_G(f)$ is denoted by $H_{\text{SPRF}}(f)$. The standard raised-cosine filter, defined in (4), is a special case of $H_G(f)$, where

$$
V(x) = \begin{cases} 
-1, & x < -1 \\
x, & -1 \leq x \leq 1 \\
+1, & x > +1.
\end{cases}
$$

(33)
The impulse response of $H_{\text{nc}}(f)$ does not have a closed form in general. In Appendix B, we show that

$$h_{\text{nc}}(t) = \mathcal{F}^{-1}\{H_{\text{nc}}(f)\}$$

$$= \frac{1}{\sqrt{T_s}} \text{sinc}\left(t/T_s\right) \cdot \cos\left(\frac{\pi t \alpha}{T_s}\right)$$

$$+ \frac{\pi c t}{T_s} \int_{0}^{1} \cos\left(\frac{\pi}{2} V(x) - \frac{\pi t \alpha}{T_s} x\right) dx. \quad (34)$$

The first term, $\text{sinc}\left(t/T_s\right)$, provides regular zero crossings at integer multiples of $T_s$ except at $t = 0$. In the case of conventional raised-cosine filter, the impulse response has a closed form as shown in (19). In more general cases, the impulse response must be evaluated numerically. Decomposing the impulse response into two terms as shown in (34) facilitates the numerical evaluation.

The impulse response of $H_G(f)$, denoted by $h_G(t)$, is to within a scaling factor the even part of $h_{\text{nc}}(t)$ [see (17)]

$$h_G(t) = \frac{\sqrt{T_s}}{2} (h_{\text{nc}}(t) + h_{\text{nc}}(-t))$$

$$= \text{sinc}\left(t/T_s\right) \cdot \cos\left(\frac{\pi t \alpha}{T_s}\right) + \frac{\pi c t}{T_s} \int_{0}^{1} \sin\left(\frac{\pi}{2} V(x)\right)$$

$$\cdot \sin\left(\frac{\pi t \alpha}{T_s} x\right) dx. \quad (35)$$

B. Xia’s Family of Nyquist Filters

Xia has presented a family of Nyquist filters which, with or without a matched filter at the receiver, satisfy the ISI-free conditions [2]. Each filter in this family is characterized by a real-valued continuous function $\nu(x)$ which “controls the transfer band of the filters.” We can rewrite the family of filters presented in [2] in the form of a phase-compensated square-root filter, described in (16). In fact, Xia’s Nyquist filters belong to the family of generalized raised-cosine filters in (32) with $\alpha > 1/3$.

IV. DESIGN EXAMPLES

In this section, we provide examples of Nyquist filter design using generalized raised-cosine filters. In practice, it is important that the transmitting and receiving filters be well approximated with short impulse responses. From this point of view, the standard raised-cosine filter is not necessarily the best choice for Nyquist filter design. We consider two design examples. First, a family of Nyquist pulses is designed such that these pulses have faster asymptotic decay than the raised-cosine filter impulse responses. In the second example, Nyquist filters are designed such that the impulse response of a raised-cosine filter decays asymptotically as $1/|t|^3$. Using the generalized raised-cosine spectrum, we can design filters with higher rates of decay of their impulse responses. We use a family polynomials $P_n(x)$ to design the generalized raised-cosine spectra of (32) with higher degrees of continuity

$$V(x) = \begin{cases} -1, & x < -1 \\ 1, & x > 1 \end{cases} \quad (36)$$

where $V(x)$ specifies the phase compensator in (31). To satisfy condition (30), $P_n(x)$ should be an odd function of $x$

$$P_n(x) = \sum_{k=1}^{n} a_k \cdot x^{2k-1}$$

where $a_k$’s are real-valued coefficients and $a_0$ takes on a nonzero value. Furthermore, the coefficients $a_k$’s are determined such that $V(x)$ and its first $(n-1)$ derivatives are continuous at $x = \pm 1$ which results in the following expression:

$$P_n(x) = \int_{0}^{x} \frac{(1 - u^2)^{n-1} du}{\int_{0}^{1} (1 - u^2)^{n-1} du}, \quad n = 1, 2, 3, \ldots \quad (37)$$

The first derivative of $P_n(x)$ is a polynomial of degree $(2n-2)$ with $(n-1)$ repeated roots at $x = 1$ and by symmetry $(n-1)$ repeated roots at $x = -1$. Since the first derivative of $P_n(x)$ has no roots in $-1 < x < 1$ interval, $P_n(x)$ is monotonic in this interval. Fig. 6 illustrates the first five polynomials of this family. The actual polynomials $P_n(x)$ are given in Table I. Note that $P_1(x)$ generates the standard raised-cosine filter. Using a Taylor series, we can show that the generalized raised-cosine spectrum corresponding to $P_n(x)$ has $(2n - 1)$ continuous derivatives and its impulse response decays asymptotically as $1/|t|^{2n+1}$.

The rate of decay describes only the asymptotic behavior of the impulse response and does not characterize the impulse response for the first few lobes around the center. Fig. 7

$^1$ $P_1(x)$ and $P_5(x)$ correspond to examples presented by Xia [2].
TABLE I

<table>
<thead>
<tr>
<th>n</th>
<th>$P_n(x)$</th>
<th>Decay</th>
<th>Eye-width</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$x$</td>
<td>$</td>
<td>t</td>
</tr>
<tr>
<td>2</td>
<td>$2^{-1}(-x^3 + 3x)$</td>
<td>$</td>
<td>t</td>
</tr>
<tr>
<td>3</td>
<td>$2^{-3}(3x^5 - 10x^3 + 15x)$</td>
<td>$</td>
<td>t</td>
</tr>
<tr>
<td>4</td>
<td>$2^{-4}(-5x^7 + 21x^5 - 35x^3 + 35x)$</td>
<td>$</td>
<td>t</td>
</tr>
<tr>
<td>5</td>
<td>$2^{-7}(35x^9 - 180x^7 + 378x^5 - 420x^3 + 315x)$</td>
<td>$</td>
<td>t</td>
</tr>
</tbody>
</table>

Fig. 7. Impulse responses of generalized raised-cosine filters generated by $P_1(x)$ and $P_2(x)$ are compared. (a) The main lobes of the impulse responses. (b) Extended scale view of the tails.

compares the impulse responses of two generalized raised-cosine filters generated from polynomials $P_1(x)$ and $P_2(x)$. The excess bandwidth in this case corresponds to $\alpha = 0.5$. Fig. 7(a) shows that for the first few lobes $|h_2(t)|$ is larger than $|h_1(t)|$. As shown in Fig. 7(b), only for the lobes farther away from the center is $h_2(t)$ smaller than $h_1(t)$.

Apart from the rate of decay of the filter-impulse response, there are other issues to be considered. Since timing recovery at the receiver is not always perfect, we encounter timing phase jitter. The eye-pattern diagram of a pulse shape can be used to assess the immunity of the pulse to timing phase jitter. Using polynomials given in Table I, we design five generalized raised-cosine filters with $\alpha = 1$ and normalized sampling period. Fig. 8 shows the inner boundaries of the binary eye diagrams associated with the impulse responses of these filters. As we increase the number of continuous derivatives of the spectrum, the width of the eye diagram decreases (see Table I).

Fig. 8. Inner boundaries of the eye diagram for several generalized raised-cosine filters with $\alpha = 1$.

B. Nyquist Filters with Reduced ISI Due to Truncation

As shown in Section I, pulse shaping can be split between the transmitter and the receiver so that the overall response satisfies Nyquist’s first criterion [see (5)]

$$g(t) = g_r(t) * g_f(t).$$

(38)

Truncating a Nyquist pulse does not affect its Nyquist zero-crossing property. However, the convolution of the truncated responses will in general no longer satisfy Nyquist’s first criterion.

Here we use generalized raised-cosine filters to design Nyquist filters with minimized ISI due to impulse-response truncation. To study the effect of truncating the impulse response of the square-root filter, we consider the following conditions:

- We assume that the compensated square-root generalized raised-cosine filters are used at the transmitter and the receiver. In this example we assume the channel is ideal with additive noise.
- To specify the generalized raised-cosine filter of (32), we define $V(x)$ as follows:

$$V(x) = \begin{cases} 
-1, & x < -1 \\
-1 \leq x \leq 1 \\
1, & x > 1 \end{cases}$$

(39)

where $P(x)$ is a polynomial defined as

$$P(x) = \int_0^x (1 + p_1 u^2)(1 + p_2 u^2) \, du.$$  

(40)

To obtain a monotonic function $V(x)$, both $p_1$ and $p_2$ should be greater than or equal to $-1$. Note that for $p_1 = p_2 = 0$, $P(x) = x$, which generates the phase compensated standard raised-cosine filter. For $p_1 = p_2 = -1$, $P(x) = P_3(x)$ as defined in (37).
- To calculate samples of the impulse response of the transmitting and receiving filters, we evaluate (34) numerically. Each impulse response is calculated for $N \cdot M$
points where $M$ is the up-sampling ratio and $N$ is the number of lobes in each truncated impulse response. Numerical results are presented for $M = 20$.

- The overall impulse response is determined by convolving the impulse responses of the truncated transmitting and receiving filters.
- To measure the ISI caused by truncation, we use the peak distortion criterion [10]

$$D_{\text{peak}} = \frac{1}{h(0)} \sum_{n=-N}^{N} |h(nT_s)|$$

(41)

where $h(t)$ is the overall impulse response.

Table II shows the results for several values of normalized excess bandwidth $\alpha$. In each case, the parameters $p1$ and $p2$ are found using an optimization procedure to minimize $D_{\text{peak}}$. The corresponding polynomial $P(x)$ is given in the second column of the table. For each $\alpha$, two values of $D_{\text{peak}}$ are presented. The “minimized $D_{\text{peak}}$” value corresponds to the filter generated by $P(x)$ and the “standard $D_{\text{peak}}$” value corresponds to the filter generated by $P(x) = x$, which is a phase compensated square-root of the standard raised-cosine filter. In all cases the optimized filters produce less ISI due to truncation of the impulse responses.

To calculate probabilities of error, we assume a white Gaussian additive noise corrupts the transmitted signal. An upper bound for probability of error for binary data can be found in terms of $D_{\text{peak}}$ [10]

$$\hat{P}_e = Q \left( \frac{1 - D_{\text{peak}}}{\sigma} \right)$$

(42)

where $\sigma$ is the standard deviation of the noise and $Q(x) = \int_{-\infty}^{\infty} e^{-t^2/2} dt$. For example, consider the second row of Table II. If the probability of error with zero ISI ($D_{\text{peak}} = 0$ for $N = \infty$) is $10^{-6}$, then with $D_{\text{peak}} = 0.104$, the worst case bound for the probability of error is $\hat{P}_e = 1.02 \times 10^{-6}$. For $D_{\text{peak}} = 0.192$, we obtain $\hat{P}_e = 6.13 \times 10^{-5}$.

Table II also shows that for smaller values of $\alpha$, truncating the filter-impulse response causes a larger distortion. Comparing different rows of the table, we notice that filters with smaller excess bandwidth have larger ISI due to truncation even though they have larger truncation lengths.

V. CONCLUDING REMARKS

We have shown that any zero-phase bandlimited Nyquist filter with normalized excess bandwidth can be split into two cascaded Nyquist-matched filters. Each filter consists of the square-root of the overall response along with a phase compensator. We have expressed the phase compensator in terms of the square-root magnitude response of the overall filter.

The phase compensation can be applied to the square-root of a standard raised-cosine spectrum. The required phase response in this case is a simple piecewise linear function. For standard raised-cosine filter with $\alpha = 1$, the square-root filter satisfies Nyquist’s first criterion, provided an appropriate time delay is added to the impulse response.

Using the phase-compensation technique, we have extended the family of raised-cosine filters to a more general family of Nyquist filters. Compared to the standard raised-cosine spectrum, the family of generalized raised-cosine filters provides more flexibility for designing Nyquist filters. As an example, we designed a family of Nyquist filters with smoother spectra. The impulse responses of these filters have higher asymptotic rates of decay. We also designed transmitting and receiving filters such that when we truncate the impulse responses of these filters, the overall impulse response has a reduced ISI.

APPENDIX A

INNER BOUNDARIES OF THE EYE PATTERN FOR THE SQUARE-ROOT FILTER

To find the lower boundaries of the eye pattern diagram of the square-root full raised-cosine filter, we first determine the maximum ISI for a PAM signal. From (1) we obtain

$$x(\tau) = a_0g(\tau) + \sum_{n=\infty}^{\infty} a_kg(\tau - n)$$

(43)

where $\tau$ is the time offset relative to the sampling instances $nT_s$. The second term in this equation is due to ISI. In the case of binary PAM signal with $a_k = \pm 1$, the maximum ISI for a Nyquist pulse is calculated as

$$D(\tau) = \sum_{n=\infty}^{\infty} |g(\tau - n)|$$

(44)

Therefore, the eye-pattern boundaries are

lower boundaries: $\pm (g(\tau) - D(\tau))$

upper boundaries: $\pm (g(\tau) \pm D(\tau))$.

(45)

Substituting (22) into (44), we obtain

$$g(\tau) - D(\tau) = \frac{-\cos(2\pi \tau)}{4\pi(\tau + 1/4)(\tau - 1/4)} - \frac{\cos(2\pi \tau)}{4\pi} \cdot \sum_{n=\infty}^{\infty} \frac{1}{(\tau + n + 1/4)(1/4 - \tau - n)}$$

(46)
For $|\tau| \leq 1/4$, the above expression simplifies to

$$g(\tau) - D(\tau) = -\frac{\cos(2\pi \tau)}{4\pi} \sum_{n=-\infty}^{\infty} \frac{1}{(\tau + n + 1/4)(\tau + n - 1/4)},$$

for $|\tau| \leq 1/4$. \hfill (47)

Consider the following identity:

$$\sum_{k=-\infty}^{\infty} \frac{1}{(x + k + 1/4)(x + k - 1/4)} = -\frac{4\pi}{\cos(2\pi x)},$$

for $|\tau| \leq 1/4$. \hfill (48)

Therefore, the lower boundaries of the eye pattern are

$$\pm(g(\tau) - D(\tau)) = \pm 1,$$

for $|\tau| \leq 1/4$. \hfill (49)

**APPENDIX B**

**THE IMPULSE RESPONSE OF $H_{\text{sec}}(f)$**

To obtain the impulse response given in (34), we note that $H_{\text{sec}}(f)$, as defined in (32), has Hermitian symmetry. The inverse Fourier transform of $\sqrt{T_s}H_{\text{sec}}(f)$ can be written as

$$\mathcal{F}^{-1}\{\sqrt{T_s}H_{\text{sec}}(f)\} = 2T_s \int_0^{(1+\alpha)/2T_s} \cos(2\pi ft) df + 2T_s \int_0^{(1+\alpha)/2T_s} \cos(\phi(f)) \cdot \cos(\phi(f) + 2\pi ft) df$$

$$+ \frac{T_s}{2} \int_0^{(1+\alpha)/2T_s} \cos(2\pi ft) df + T_s \int_0^{(1+\alpha)/2T_s} \cos(2\pi ft) df + T_s \int_0^{(1+\alpha)/2T_s} \cos(2\pi ft) df = 2T_s \int_0^{(1+\alpha)/2T_s} \cos(2\pi ft) df + T_s \int_0^{(1+\alpha)/2T_s} \cos(2\pi ft) df + T_s \int_0^{(1+\alpha)/2T_s} \cos(2\pi ft) df$$

where $\phi(f)$ is defined in (31). The first two terms of (50) can be combined as follows:

$$2T_s \int_0^{(1+\alpha)/2T_s} \cos(2\pi ft) df + T_s \int_0^{(1+\alpha)/2T_s} \cos(2\pi ft) df = \text{sinc} \left( \frac{t}{T_s} \right) \cdot \cos \left( \frac{\pi T_s \alpha}{T_s} \right).$$

By introducing a new variable $x = (2T_s/\alpha)(f - (1/2T_s))$, we simplify the third integral in (50) to

$$T_s \int_0^{(1+\alpha)/2T_s} \cos(2\phi(f) + 2\pi ft) df = \frac{\alpha}{2} \int_{-1}^{1} \sin \left( \frac{\pi}{2} V(x) - \frac{\pi t}{T_s} \right) dx + \frac{\pi}{T_s} x \int_0^{(1+\alpha)/2T_s} \cos \left( \frac{\pi}{2} V(x) - \frac{\pi t}{T_s} \right) dx.$$  \hfill (52)

Combining (51) and (52), we obtain the result as given in (34).
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