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Abstract

Conventional interpolation of Linear Prediction (LP) pa-
rameters can provide a poor spectral match to the under-
lying speech signal for the intermediate subframes. In this
paper, we present a method of modifying the interpolation
endpoint LP parameters to improve the spectral tracking
over all subframes. This ‘warping’ algorithm is based on
minimizing the distortion between the interpolated LP pa-
rameters and those computed directly from the speech sig-
nal. The algorithm has been integrated into the Adaptive
Multi Rate (AMR) speech codec. Our results show that
this method enhances coder performance by smoothing out
the LP parameter tracks and reducing coding distortion.

1 Introduction

LP parameters are used to represent the spectral envelope
in many modern speech coding systems. These LP coeffi-
cients describe an all-pole synthesis filter and are computed
for every frame (usually 20 ms) of speech data. For narrow-
band speech (sampling rate of 8 kHz), a 10–12th order filter
is typically used. Rapid fluctuations in the spectral enve-
lope for transition segments result in large changes in the
LP parameters which may produce distortion in the recon-
structed speech. Therefore, LP parameters are generally
interpolated for each subframe (typically 5 ms) to smooth
out the variations. Line Spectral Frequencies (LSF’s) are
often used to this end due to their desirable quantization
and interpolation properties [1].

The interpolation endpoint or terminal LP parameters
correspond to the subframe of speech for which the LP anal-
ysis was performed. Consequently, these LP coefficients
yield a good match (given the limitations of the LP analy-
sis technique) to the spectral envelope of the speech signal
for that subframe. For the intermediate subframes however,
the interpolated LP parameters can provide a poor spectral
fit. By warping the terminal LP parameters, large spectral
disparities in the intermediate subframes can be reduced.
In addition, the frame-to-frame spectral dynamics will be
improved.

Many methods to improve the dynamics of the spectral
envelope described by the LP parameters have been pro-
posed. Smoothing the quantized LSF vector at the decoder
while keeping it in the same Voronoi region of the vec-
tor quantizer (VQ) reduces fluctuations in the LSF tracks
and improves the perceptual quality [2]. Using a distor-
tion measure with interframe memory for the VQ at the
encoder can also reduce the unwanted variations present in

the quantized LSF tracks [3]. Both of these methods focus
on smoothing the quantized LP parameters.

An LP analysis method which is based on maximizing
the prediction gain when using the interpolated param-
eters to update the prediction filter at each subframe is
presented in [4]. Since the derivation of the algorithm in-
corporates the interpolated parameters, a better spectral
fit is obtained for the intermediate subframes. However,
the method focusses on the use of direct form coefficients,
which have poor quantization and interpolation properties.

The purpose of this paper is to introduce a method of
modifying the terminal LP parameters in the LSF domain
to improve the spectral tracking over the intermediate sub-
frames. This warping algorithm is set up as an optimiza-
tion problem in which the average distortion over all the
subframes is minimized.

1.1 Distortion Measures

Spectral Distortion (SD) is a widely used measure to eval-
uate the performance of LP parameter quantizers. In [5],
three conditions for transparent quantization of spectral
information were derived based on experimental observa-
tions: 1) The average SD is less than 1 dB, 2) There is no
outlier frame having an SD larger than 4 dB, and 3) The
number of outlier frames having an SD in the range 2–4 dB
is less than 2%. For this paper, the SD is computed using a
256 point FFT with 96 linearly spaced points between 125
Hz and 3.125 kHz. We used the SD to measure the per-
formance of the warping algorithm and show a substantial
decrease in the number of outlier frames.

Due to its non-linearities, the SD is not a practical dis-
tortion measure for optimization problems involving the LP
parameters. Thus, we used the Weighted Euclidean LSF
Distance given by:

dLSF(ω, ω̂) =

10∑
i=1

[ciwi(ωi − ω̂i)]
2 (1)

where ω and ω̂ are the reference and test LSF vectors,
respectively, corresponding to the 10th order LP filter; and
ωi and ω̂i correspond to the ith LSF of the reference and
test vectors, respectively, and are bounded by 0 and π. The
fixed weights ci are given by [5]:

ci =



1.0, for 1 ≤ i ≤ 8,

0.8, for i = 9,

0.4, for i = 10.

(2)

We used the adaptive weights wi proposed by Laroia
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et al. [6]:

wi =
1

ωi − ωi−1
+

1

ωi+1 − ωi
, (3)

with ω0 = 0 and ω11 = π. The dLSF has a high correlation
with the SD [7] and is a linear function of the LSF’s.

2 The Warping Method
To measure the spectral tracking efficiency using the in-
terpolated LP parameters, an LP analysis was performed
for each subframe. The resulting parameters are termed
the rapid analysis parameters and served as the reference
vector against which the interpolated parameters were com-
pared.
For this section, a 10th order LP was performed using

the autocorrelation method with a 25 ms Hanning window.
The analysis was performed for 20 ms subframes, and the
LSF’s were linearly interpolated for each 4 ms subframe.
A 60 Hz Gaussian lag window and a white noise correction
factor of 1.001 were applied to the correlations.
Given the terminal LSF’s for the previous frame (denoted

ω̃(−1)), the goal of the warping algorithm is to determine
the terminal LSF’s for the current frame (ω̃(0)) to yield
a good spectral match over all the subframes. Thus, a
weighted sum of the dLSF for every subframe is used:

dTOT =
I∑

j=1

fjdLSF(ω
(j), ω̂(j)), (4)

where I = 5 is the interpolation factor; fj is the subframe
weighting factor for the jth subframe; ω(j) is the rapid
analysis LSF vector for the jth subframe; and, ω̂(j) is the
interpolated LSF vector for the jth subframe and is given
by:

ω̂(j) = (1− αj)ω̃
(−1) + αjω̃

(0), (5)

where αj = j/I . Minimization of dTOT results in a set of
p = 10 single variable quadratic equations. Equally weight-
ing each subframe (fj = 1 for j = 1, . . . , I) can yield large
spectral mismatches in the following frame — modifying
the terminal LSF’s affects the interpolated LSF’s for the
previous and following frames. Thus, these weights were
tuned over a large speech database to minimize the dLSF

and SD, and the optimized weights are shown in Table 1
(the first and third rows marked ‘no lookahead’). The dif-
ference in the SD and the dLSF optimized weights is due to
the logarithmic relation between these two distortion mea-
sures [7].
Consider extending the dTOT to include the case where

rapid analysis LSF’s for future subframes of the next frame
are available:

dTOT =
I∑

j=1

fjdLSF(ω
(j), ω̂(j))+

L∑
j=1

ljdLSF(ω
(j)
N , ω̂

(j)
N ), (6)

where L ≤ I is the number of lookahead subframes; ω
(j)
N is

the rapid analysis LSF vector for the jth subframe of the
lookahead frame; lj is the weighting factor for the jth sub-

frame of the lookahead frame; and, ω̂
(j)
N is the interpolated

LSF vector for subframe j of the lookahead frame and is
given by:

ω̂
(j)
N = (1− βj)ω̃

(0) + βjω̃
(1), (7)

where ω̃(1) is the estimated LSF interpolation endpoint vec-
tor for the lookahead frame and βj are the interpolation

weights. Using βj = j/I and ω̃(1) = ω
(L)
N was found to be

the most effective. This is equivalent to using the LSF’s ob-
tained from the last lookahead subframe (Lth subframe of
the lookahead frame) as the terminal LSF’s for the looka-
head frame, and minimizing the dLSF between the inter-
polated and rapid analysis LSF’s (over all the subframes
in the current frame and the L subframes in the looka-
head frame). Once again the minimization leads to a set of
quadratic equations and the weights were tuned to reduce
the average distortion (see the second and fourth rows in
Table 1).

Table 1 Tuned subframe weights to minimize the average SD
and dLSF.

measure f1 f2 f3 f4 f5 l1

0.15 0.55 0.41 0.02 1.00 no lookahead
dLSF 0.69 1.39 1.66 1.37 1.00 2.89

0.06 0.11 0.14 0.00 1.00 no lookahead
SD

0.14 0.25 0.22 0.34 1.00 0.52

To provide a lower bound on the average SD and dLSF,
the optimal set of terminal LSF’s was determined when
there was infinite lookahead in the system. For the dLSF,
a closed-form solution exists whereas an iterative method
must be used for the SD [7]. For the first iteration, the even
frames are passed through in order and the terminal LSF’s
are adjusted to yield a minimum average distortion over
the previous and following frames. For the next iteration,
the process is repeated for the odd frames. By alternating
between the even and odd frames, this iterative procedure
necessarily converges to a local minimum.

Fig. 1 shows how the distortion decreases as the number
of lookahead subframes increases. With only 1 lookahead
subframe, the average distortion is significantly reduced rel-
ative to regular interpolation. The distortion results using
the dLSF and SD optimized weights with different amounts
of lookahead are shown in Table 2. Warping the LSF’s also
improves the short-term and long-term prediction gains.
The long-term gain was obtained by using a one-tap pitch
filter updated every 5 ms using the covariance method.
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Fig. 1 The distortion performance of LSF warping as the num-
ber of lookahead subframes increases.

3 Simulation Results

This section details the implementation of the warping al-
gorithm into the AMR speech codec. The simulations were
performed using the 4.75 kbps mode of the coder.
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Table 2 The prediction gains and distortion results using the warping algorithm.

prediction gains Spectral Distortion

short-term long-term overall
dLSF

average 2–4 dB > 4 dB

rapid analysis 11.26 dB 5.40 dB 16.66 dB 0.000 0.00 dB 0.00% 0.00%

regular interpolation 11.12 dB 5.19 dB 16.31 dB 0.595 1.02 dB 13.06% 1.05%

no lookahead 11.14 dB 5.18 dB 16.32 dB 0.477 1.03 dB 9.62% 0.57%

dLSF one subframe lookahead 11.14 dB 5.18 dB 16.33 dB 0.427 1.02 dB 8.07% 0.34%

optimized one frame lookahead 11.16 dB 5.21 dB 16.37 dB 0.383 0.99 dB 6.74% 0.23%

infinite lookahead 11.15 dB 5.20 dB 16.34 dB 0.376 0.98 dB 6.50% 0.20%

no lookahead 11.13 dB 5.20 dB 16.33 dB 0.526 1.01 dB 11.23% 0.85%

SD one subframe lookahead 11.14 dB 5.20 dB 16.34 dB 0.465 0.99 dB 9.46% 0.58%

optimized one frame lookahead 11.16 dB 5.21 dB 16.37 dB 0.407 0.97 dB 7.72% 0.38%

infinite lookahead 11.14 dB 5.20 dB 16.34 dB 0.527 0.93 dB 7.01% 0.55%

3.1 Performance Measures

The following measures were used to evaluate the effect on
performance of warping the LSF tracks in the AMR speech
coder:

1. PWEtot: The normalized perceptually weighted error
energy (PWEtot) is given by:

PWEtot =

∑
n

e2
w[n]

∑
n

s2
w[n]

, (8)

where sw[n] is the perceptually weighted speech sig-
nal and ew[n] is the perceptually weighted error. The
PWEtot was computed for each 5 ms subframe. Since
the adaptive and fixed codebooks are searched by min-
imizing the energy of ew[n] over each subframe, a lower
PWEtot implies a higher coding efficiency.

2. ∆w : The absolute difference between the terminal
LSF’s of successive frames is denoted by ∆w . The
difference is averaged over each of the 10 LSF’s and
over all the frames in units of Hz. A smaller ∆w im-
plies a smoother evolution of the LSF tracks and less
quantization error when using appropriately optimized
predictive quantizers for the LSF’s.

SD and dLSF were also used since the warping algorithm
was derived by minimizing these distortion measures. Be-
ing a commonly used measure of speech quality, SNRseg

figures are also given.

3.2 AMR Setup

The 4.75 kbps mode of the AMR speech coder operates
on 20 ms frames and has a lookahead delay of 5 ms. A
10th order LP analysis is performed for the fourth subframe
using the hybrid Hamming-Cosine window given by:

wd[n] =



0.54− 0.46 cos

(
2πn

2L1 − 1
)

, n = 0, . . . , L1 − 1,
cos

(
2π(n − L1)
4L2 − 1

)
, n = L1, . . . , L1 + L2 − 1,

(9)
where L1 = 200 and L2 = 40. A 60 Hz Gaussian lag win-
dow and a 1.0001 white noise correction factor are applied
to the autocorrelations of the windowed speech. The direct

form filter coefficients are obtained using the autocorrela-
tion method and are converted to LSF’s. The LP filter is
updated for every subframe by linearly interpolating the
LSF’s.

For the warping algorithm, the same window was used
to obtain the rapid analysis parameters for the first three
subframes (L1 = 200 and L2 = 40). For the lookahead sub-
frame, the hybrid Hamming-Cosine window with L1 = 232
and L2 = 8 was used — no additional delay was thus in-
curred in obtaining the LP parameters for the lookahead
subframe. The LP analysis window placement for all the
subframes is shown in Fig. 2. The same lag window and
white noise correction factor were applied to the autocor-
relations for all the subframes.
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Fig. 2 The LP analysis window setup used to obtain the rapid
analysis parameters in the AMR speech coder.

With this LP analysis setup, the subframe weighting fac-
tors were tuned to minimize the SD, dLSF and PWEtot,
with and without using the lookahead subframe. These
optimized weighting factors are given in Table 3. The op-
timization was done to within one decimal place. The SD
optimized weights for the intermediate subframes are all
zero when lookahead is used. Thus, the resulting LSF’s are
the same as those obtained with regular interpolation.

3.3 Results

Table 4 shows how the algorithm performed in the AMR
speech coder. Using the PWEtot optimized weights im-
proved the performance of the coder in terms of the SNRseg

and the PWEtot. In addition, the lower ∆w associated
with these weights implies a smoother evolution of the LSF
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Table 4 Distortion results using different subframe weighting schemes in the AMR speech coder.

Spectral Distortion
dLSF

average 2–4 dB > 4 dB
SNRseg PWEtot ∆w

original AMR coder 0.70 1.06 dB 13.48% 1.95% 6.97 dB 0.476 73.8 Hz

dLSF optimized 0.60 1.11 dB 10.96% 1.57% 6.98 dB 0.477 74.7 Hz
no

SD optimized 0.70 1.06 dB 13.48% 1.95% 6.97 dB 0.476 73.8 Hz
lookahead

PWEtot optimized 0.68 1.07 dB 12.84% 1.90% 7.00 dB 0.475 73.5 Hz

dLSF optimized 0.57 1.10 dB 10.35% 1.39% 6.99 dB 0.476 72.9 Hz
with

SD optimized 0.64 1.06 dB 12.05% 1.76% 7.00 dB 0.475 72.6 Hz
lookahead

PWEtot optimized 0.64 1.09 dB 11.70% 1.66% 7.01 dB 0.474 72.4 Hz

infinite dLSF optimized 0.43 1.06 dB 8.40% 0.45% 7.03 dB 0.477 83.6 Hz

lookahead SD optimized 0.55 1.00 dB 8.93% 1.18% 7.00 dB 0.476 80.4 Hz

Table 3 Optimal subframe weights to minimize the average
SD, dLSF and PWEtot for the AMR speech coder.

measure f1 f2 f3 f4 l1

0.6 0.3 0.5 1.0 no lookahead
dLSF 1.2 0.8 1.0 1.0 2.0

0.0 0.0 0.0 1.0 no lookahead
SD

0.2 0.0 0.2 1.0 0.4

0.0 0.0 0.1 1.0 no lookahead
PWEtot

0.0 0.0 0.6 1.0 2.0

tracks — the quantization error for the LSF’s could be
reduced using predictive vector quantizers that are opti-
mized accordingly. The largest improvement in the distor-
tion measures shown was obtained when using the looka-
head subframe. With the lookahead subframe, the increase
in computational complexity relative to the original AMR
coder was minimal — the execution time of the modified
AMR coder was 7% longer.

Although the average PWEtot is smaller using the warp-
ing scheme, there are large differences in the PWEtot be-
tween the original and modified AMR coder for individual
subframes. This is shown in Fig. 3. This suggests that
extending the framework presented to yield a more robust
approach could yield a more consistent improvement in per-
formance from frame to frame.

0 50 100
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Fig. 3 The subframe to subframe fluctuations in the PWEtot

with and without warping the LSF’s in the AMR coder. The
original speech segment (an unvoiced to voiced transition) is
shown above.

4 Summary and Conclusions
In this paper, we introduced a novel method to warp the
interpolation endpoint LSF’s in order to improve the spec-

tral match for the intermediate subframes. The warping
algorithm is based on minimizing the Weighted Euclidean
LSF Distance (dLSF). Along with a substantial decrease in
the average dLSF, there were far fewer Spectral Distortion
(SD) outlier subframes. Using the AMR speech codec as a
testing platform, we showed an improvement in the SNRseg

for an increase of about 7% in computational complexity.
The LSF tracks evolved more smoothly with the warping
algorithm and the perceptually weighted error was reduced.
Further improvements are expected if the coder were tuned
to operate in conjunction with the algorithm.
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