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ABSTRACT
A conventional Voice-over-Internet Protocol (VoIP) conference
bridge reduces the speech quality due to tandeming the mixed
multi-speaker signal with high compression speech codecs. One
solution is to select and forward the compressed signal(s) to the
endpoints, where they are decoded and mixed. In such arrange-
ments, speaker selection is usually accomplished with an order-
based approach which prevents listeners from interrupting the cur-
rent speaker(s). This paper presents an alternative in which talking
privileges are assigned based on order of activity and signal power.
Subjective evaluations indicate that speaker switching is smooth,
nearly transparent, and unanimously preferred over a VoIP confer-
ence with tandemed connections.

1. INTRODUCTION

Traditional disparate voice and data networks are converging into
one network, interconnected by an IP packet core. Speech coders
are used to achieve efficient transmission of speech signals over
the network, and to enable communication over bitrate-constrained
links. However, the use of speech compression in conference
connections creates various problems for VoIP conference bridges.

Speech quality is reduced by a conventional VoIP conference
bridge due to the tandem arrangement, i.e., the serial connection,
of high compression speech codecs, and the encoding of the mixed
multi-speaker signal. Another problem is the increased end-to-end
delay due to jitter buffer and codec processing, and the reduced
ability to scale due to the computational demands of the speech
codecs. Regardless of the tandem encoding problem, centralized
bridges are preferred by carriers because they fit well with tradi-
tional approaches.

Solutions have been discussed in the literature which help
to improve the speech quality in such arrangements. The basic
approach is to use speaker (signal) selection instead of summa-
tion [1]. In other words, the bridge selects and forwards the
compressed stream(s) of theM dominant speaker(s) (M = 1 or
2) back to the endpoints without undergoing the usual decoding,
mixing, and re-encoding process. Previous solutions are charac-
terized by one or more of the following features:

1. Partial or full decoding is required for feature extraction,
2. The system is codec-dependent,
3. Tandeming only occurs during multi-talk,
4. Only one talker can be heard at any time.

A full decoding process is required when speaker selection
parameters (e.g., a Voice Activity Detector (VAD) decision) must
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be determined from the decoded signals [1]. Alternatively, a
partial decoding process can be used to monitor gain or spectral
parameters in the bitstream [2], although this implies a codec-
dependency. Stronger codec-dependencies do exist, for instance,
in [3], the system uses a dual-rate Sinusoidal Transform Coding
(STC) algorithm. During multi-talk, two streams are selected
and transcoded to half-rate such that the bandwidth used by the
downstream channel remains constant.

If the bridge limits the mixing and re-encoding process to
periods of multi-talk, and relays the compressed signals during
single-talk, then the speech quality is improvedmostof the time.
This method has problems during transitions from single-talk to
multi-talk, resulting in audible pops in the synthesized speech [4].
In addition, multi-talk is thought to account for, on average, 6–
11% of total conference time [1, 5], but this can vary as shown in
Fig. 1 (data collected during a four person conference [6]).
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Fig. 1. State distribution of an active four-way conversation.

One feature common to these approaches is that speaker se-
lection is accomplished based on the order that the conferees talk,
i.e., the First-Come-First-Served (FCFS) criterion is used. Since
FCFS has no notion of preemption, an unselected conferee cannot
enter the conversation ifM talkers are active. Another feature is
that these systems somehow degrade periods of multi-talk, either
by transcoding/tandeming or by selecting only one speaker.

The remainder of the paper presents solutions for both of the
above shortcomings of prior systems. First, the Tandem-Free
Operation (TFO) conferencing architecture proposed by Burns
et al. [7] and Rabipour and Coverdale [8] is briefly described.
Then, the paper focusses on a new speaker selection algorithm
suitable for the TFO conferencing architecture. The algorithm
improves interactivity relative to FCFS by allowing interruptions,
and results in less frequent switching relative to Loudest Talker
(LT) algorithms. Performance is evaluated in terms of speech
clipping, and subjectively through live conferences.
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2. TFO CONFERENCING

The TFO conferencing architecture [7, 8] uses centralized speaker
selection, and decentralized decoding and mixing. The Tandem-
Free Bridge (TFB) selects a primary and secondary talker, i.e.,
M = 2, from N input streams and forwards their compressed
signals back to the other conferees. The primary speaker is sent
the signal of the secondary speaker and vice versa, while theN−2
listeners receive both streams. Fig. 2 illustrates the approach.
Deferring the decoding and mixing processes to the endpoints
eliminates tandeming, thereby improving the speech quality.
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Fig. 2. Generic TFB. The selected signals can be sent in separate
packets or can be bundled in one aggregate packet.

A novel feature of the TFO architecture is that the endpoints
transmit speech activity features as additional fields in the up-
stream packets. This allows speaker selection to be performed
without decoding. Thus, the bridge does not require speech
codecs.

In terms of speaker selection, Burnset al.alludes to the use of
FCFS, while Rabipour suggests using signal power and a hystere-
sis. The following section describes the latter approach.

3. PROPOSED ALGORITHM

The Multi-Speaker/Interrupter (MS/I) algorithm assigns talking
privileges according to order of activity, the power signal envelope,
Êi, and a “barge-in” threshold,Bth. The input to the algorithm is
the signal power,̄Ei, and a VAD decision for theith frame.Ēi is
carried as side information in the upstream packets (see Section 2).
The VAD decision can be derived from eitherĒi or by the arrival
of Silence Insertion Descriptor (SID) frames.

The hypothesis is that the envelope of the power signal will
track the trend in conferees’ activity better than the instantaneous
frame power, resulting in less frequent switching. However, large
increases in power—for instance, at speech onsets—should be
followed closely, while decreases should be decayed slowly such
that the conferee remains enabled during short fluctuations in
energy (e.g., articulation pauses). Hence,Êi is calculated as:

Êi+1 = max(Êi, βÊi + (1− β)Ēi), (1)

whereĒi is the signal power of theith speech frame, andβ is
the weight of the exponential average. A barge-in threshold is
used to control spurious switching when theÊi’s of two or more
conferees’ are close. A conferee of prioritym can only preempt a
conferee of prioritym− k if

10 log(Ê
(m)
i /Ê

(m−l)
i ) > Bth, ∀l = 1 . . . k, k ≤ m, (2)

whereBth is a “barge-in” threshold in dB. Note that interactivity
decreases with increasingBth and/orβ.

The algorithm uses its own hangover mechanism in addition
to the underlying VAD decision. In effect, the VAD’s hangover is
extended and the conferee’ŝEi is decayed exponentially forTh s,

after which timeÊi = 0. This allows the most recently active
conferees a greater chance of being selected [9].

3.1. Algorithm Comparison

The performance of FCFS, LT, and MS/I were evaluated by driving
the algorithms with actual speech traces recorded from four-person
conferences. Speech clipping metrics were used as a basis for
comparison. Two out of four conferees were selected for output,
the switching interval was set to 20 ms to coincide with default
RTP payload durations,Th = 1.5 s,Bth = 3.3 dB, andβ = et/τ ,
wheret = 20 ms, andτ = 50 ms. Note thatτ andBth were man-
ually tuned so as to minimize audible clipping/switching. Sim-
ulation results are summarized in Table 1, while Fig. 3 plots the
selected speech of the primary talker (of a four person conference)
for the three algorithms.

Since front-end clipping (FEC) is less noticeable than mid-
speech clipping (MSC) (and back-end clipping (BEC)) [10], it is
desirable for a selection algorithm to reduce MSCwithout pre-
venting barge-ins altogether. Table 1 shows that MSC and BEC
are greatly reduced over the LT algorithm, and FEC is greatly
reduced relative to FCFS. Switching was, at times, clearly audible
with FCFS, but was smooth with MS/I. In general, MS/I keeps a
selected conferee enabled until the end of their talkspurt or until a
loud, interrupting conferee breaks into the conference. The higher
rate of switching for BEC is expected since new talkers tend to
start talking when they anticipate that one of the current talkers
might stop.

Table 1. Front-end, back-end, and mid-speech clipping due to
speaker selection when selecting one, two, and three out of four
talkers. Note that mid-speech and back-end clipping do not occur
when using FCFS.

Speech Percentage Frequency
Clipping of Speech of Clip

Type Method Duration Clipped Occurrence
L (ms) P (%) F (clips/min)

No. Talkers 1 2 3 1 2 3 1 2 3

FCFS 410 300 218 14.6 5.4 0.9 7.7 3.8 0.9
FEC LT 108 64 31 3.8 0.5 0.0 7.6 1.8 0.2

MS/I 152 98 78 5.7 1.3 0.1 8.1 3.0 0.3

LT 111 76 60 14.1 5.2 2.1 27.2 15.4 7.8
MSC

MS/I 272 188 129 6.9 1.4 0.2 5.3 1.7 0.3

LT 246 167 153 19.4 10.9 5.8 16.8 14.5 9.1
BEC

MS/I 304 193 188 14.1 3.7 0.6 10.1 4.1 0.9

4. SUBJECTIVE EVALUATION

The goal of the subjective comparisons was two-fold: (1) evalu-
ate the transparency of the MS/I algorithm, and (2) compare the
speech quality of a conventional VoIP conference bridge (with
tandem connections) to that of a TFO conference (using MS/I).
To this end, a PC-based conferencing test-bed was arranged on
the LAN of the TSP Lab of McGill University. The Robust Audio
Tool (RAT) [11] was the endpoint, and a TFB was built in software.
The system could emulate a conventional VoIP conference bridge,
a TFO conference, or a multicast conference.
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Fig. 3. Selected speech of primary talker using Multi-Speaker/Interrupter, Loudest Talker, and First-Come-First-Served.

G.729A was added to RAT and the experiments were runwith-
out silence suppression so that the effect of tandeming or speaker
selection was not masked. Parameters used in the live confer-
ences were the same as in the simulations, except two out of four
speakers were selected when using MS/I. As in [1], the conferees’
opinions were gathered through postconference interviews. A total
of 12 listeners participated in the experiments (some more than
once). Further details of the experiments are described in [6].
Table 2 shows a summary of the results.

Table 2. Summary of conferees’ opinions and rankings.

Speech Speech
Rank System M -of-N

Codec Quality
Comments

VoIP Bridge
1

Multicast
(4-of-4) G.711 Good

2 TFO-MS/I (2-of-4) G.729A Good Few Pops/Clicks
3 Multicast (4-of-4) G.729A Good More Noise
4 VoIP Bridge (4-of-4) G.729A Poor Less Intelligible

The MS/I algorithm was evaluated by comparing it to a mul-
ticast conference in which no tandeming or speaker selection was
performed. This scenario was evaluated with three groups of four
conferees using G.729A. Some experienced listeners could detect
occasional pops when MS/I was used, which was likely due to
codec state de-synchronization of the unselected streams. Overall,
most conferees did not detect the presence of the MS/I algorithm.

Next, the quality of a TFO-MS/I conferencing arrangement
was compared to a VoIP bridge. The test was carried out with
two groups of four conferees using G.729A. As expected, TFO-
MS/I was unanimously preferred. Conferees strongly felt that the
speech quality of the VoIP bridge was poor and muffled-sounding.

5. CONCLUSION

A new method for speaker selection has been proposed for the
TFO conferencing architecture. Preliminary testing suggests that
the algorithm is nearly transparent to listeners, and that the TFO-
MS/I system provides a significant improvement in speech quality
over conventional VoIP bridges. The algorithm does not result in
spurious switching, but does allow for interruptions. The former
feature helps maintain synchronization between the encoder and
decoder, and the latter improves interactivity. The algorithm can
be extended to work in conferences with heterogeneous endpoints.
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