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{alexw,kabal,flabeau}@TSP.ECE.McGill.CA

ABSTRACT

We investigate the use of modulated filterbanks in adaptive
wireless multicarrier systems operating in indoor environments.
The motivation for using filterbanks, as opposed to OFDM, is
that these spectrally selective modulation filters can decrease the
amount of interchannel interference without using lengthy cyclic
prefixes which are necessary in OFDM. The design of the syn-
thesis and analysis filterbanks, based on a single lowpass proto-
type filter, is presented. Furthermore, optimal subcarrier MMSE
equalization, adaptive bit and power loading, as well as null sub-
carrier placement techniques are employed to enhance system
throughput and bit error rate performance when operating in
frequency selective channels. The performance of this system is
studied and compared with an IEEE 802.11a-compliant system,
which is based upon OFDM modulation.

I. INTRODUCTION

Multicarrier modulation (MCM) systems have been exten-
sively used in high-speed data transmission applications. Their
main characteristic over other modulation schemes is that they
use multiple subcarriers to transmit data in parallel across the
channel. As a result, MCM systems are capable of longer
symbol periods for a given data rate, and this translates into
reduced intersymbol interference (ISI) and improved system
performance with respect to probability of error. One applica-
tion where MCM systems are prevalent is wireless local area
networks (WLANs), where data rates of up to 54 megabits per
second (Mb/s) are currently being supported for systems oper-
ating in indoor environments [1].

An efficient version of MCM found in WLAN systems and
other applications is orthogonal frequency division multiplex-
ing (OFDM), which modulates and demodulates data onto
orthogonal subcarriers using Inverse Discrete Fourier Trans-
forms (IDFTs) and Discrete Fourier Transforms (DFTs). A
cyclic prefix is used to mitigate the effects of ISI. Conven-
tional OFDM systems, where the same type and size of sig-
nal constellation is applied to all subcarriers, form the crux
of several WLAN standards, including IEEE 802.11a [1] and
ETSI HIPERLAN/2 [2]. The primary drawback of conven-
tional OFDM is that the overall error probability of the sys-
tem is dominated by the subcarriers with the worst perfor-
mance. Thus, to enhance system performance, these poorly-
performing subcarriers need to be suppressed. This is the ra-
tionale behind adaptive MCM.

Adaptive MCM improves system performance by distribut-
ing system resources to the subcarriers in such a way so as
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to minimize the overall error probability of the system. Two
parameters that have been commonly adjusted on a per sub-
carrier basis are the transmission rates [3–6] (the signal con-
stellation type and size of each subcarrier is determined by the
channel conditions) and the transmit power levels [5] (such that
larger signal constellations can be used per subcarrier). Most
research has been focused on applying these schemes only to
OFDM systems. In this paper, we investigate the performance
of another type of MCM system, known as a filterbank mul-
ticarrier (FB-MC) system. In our implementation, both adap-
tive bit and power reallocation are employed to minimize the
overall error probability of the system. Furthermore, the sys-
tem is constrained to less than a maximum bit error rate, even
at the cost of some data throughput. Finally, optimal mini-
mum mean-squared error (MMSE) equalizers are applied to
each subcarrier to further improve performance. The number
of taps for each subcarrier equalizer varies based on the amount
of distortion.

This paper is organized as follows. In Section II, the imple-
mentation of our adaptive FB-MC system is described, the sys-
tem parameters are presented, and indoor channel model used
in this work is outlined. The derivation of the optimal sub-
carrier MMSE equalizer is outlined in Section III. Section IV
contains the details of the bit, power, and equalizer tap alloca-
tion schemes employed in this paper. The results of the adap-
tive FB-MC system, an adaptive OFDM system, and an IEEE
802.11a-compliant system are presented and a comparison is
conducted based on overall throughput in Section V. Finally, a
summary of this work and some conclusions are given in Sec-
tion VI.

II. SYSTEM MODEL

A. Filterbank Multicarrier Modulation
The proposed system setup is shown in Fig. 1. An MCM

system divides the input symbol stream into N parallel streams,
each having a higher symbol period and lower bandwidth than
the input [7]. Each of these parallel streams is then used to
modulate a carrier using a basis function g(k)(n), 1 ≤ k ≤ N, as
shown in Fig. 1(a). The modulated streams are then summed
together and transmitted across the channel, where they ex-
perience the effects of multipath propagation due to the in-
door environment, and noise. In Fig. 1(b), the received signal,
r(n), is decomposed into the N subcarriers using basis func-
tions f (k)(n), 1 ≤ k ≤ N. The subcarrier equalizers w(k)(n),
1 ≤ k ≤ N, are then applied to each of the received parallel
streams and the result is multiplexed together to form the re-
ceived symbol stream.

Unlike OFDM systems, which use IDFT and DFT basis
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Fig. 1 A schematic of the filterbank multicarrier data transmission
system

functions [7, 8], our basis functions are based upon a modu-
lated lowpass prototype filter, p0(n). The advantage of using
these basis functions is that they can be designed to be more
spectrally selective than IDFT and DFT basis functions, result-
ing in a MCM system with lower interference between subcar-
riers. To create the transmitter (or synthesis) filterbank and the
receiver (or analysis) filterbank, the prototype filter p0(n), of
length P, is modulated from ω = 0 rads to a center frequency
ωk using the expressions [9, 10]

g(k)(n) = p0(n)exp
[

jωk

(

n− P
2

)

+θk

]

(1)

and

f (k)(n) = p0(n)exp
[

jωk

(

n− P
2

)

−θk

]

. (2)

Note that the filterbank has center frequencies

ωk =
π(2k +1)

N
(3)

and phase terms
θk = (−1)k−1 π

4
(4)

where 1 ≤ k ≤ N.
A square-root raised cosine filter was chosen for p0(n), al-

though other filters could also be used. Its time domain repre-
sentation is [11]

p0(n) =
4α

π
√

T
cos((1+α)πn)+ sin((1−α)πn)/4αn

1− (4αn)2 (5)

where α is the roll-of f factor, which represents the normal-
ized excess bandwidth occupied by the filter beyond its mini-

TABLE 1 SEVERAL OPERATING PARAMETERS

System Parameter IEEE 802.11a Adaptive FB-MC

Data Rate [Mb/s] 6, 9, 12, 24, 36, 0–78
48, 54

Mod. Scheme BPSK, QPSK, BPSK, QPSK,
16- & 64-QAM 16- & 64-QAM

Coding Rates 1/2, 2/3, 3/4 N/A
No. of Subcarriers 52 (48 D, 4 P) 52
Symb. Duration [µs] 4 (3.2 D, 0.8 G) 4

mum bandwidth, and T is the symbol period. The value of α
is limited to the range 0 ≤ α ≤ 1. A useful property of square-
root raised cosine filters is that the overall magnitude response
of the transmitter and receiver filters will be a Nyquist filter.
Moreover, the overall phase response will be linear. Since the
prototype filter was implemented as an FIR filter of length P, it
will not be exactly a square-root raised cosine filter due to trun-
cation. Nevertheless, matched filtering would be performed
by the kth receiver and transmitter filters, thus maximizing the
signal-to-noise ratio (SNR) of the received signal.

The choice of operating parameters, such as the number of
subcarriers and modulation modes employed, will be discussed
in the next subsection. The design of the subcarrier equalizer
will be discussed in Section III.

B. Operating Parameters

To conduct a fair comparison with current WLAN standards,
the adaptive FB-MC system used in this work has the same
basic parameters found in IEEE 802.11a. The parameters for
both systems are presented in Table 1.

Our adaptive FB-MC system uses 52 subcarriers, which can
be individually modulated with BPSK, QPSK, rectangular 16-
QAM, or rectangular 64-QAM. Furthermore, null subcarriers
can be inserted in any of these 52 subcarriers, and the compos-
ite symbol duration is 4 µs. To make the comparison straight-
forward, neither our system nor the IEEE 802.11a-compliant
system used in the comparison employs convolutional encod-
ing/decoding.

C. Indoor Channel Model

A channel impulse response that adequately modelled an in-
door environment was required to evaluate the proposed sys-
tem. Although several alternatives exist, such as physical mea-
surements, ray tracing software, and statistical methods, it was
decided that the indoor propagation modelling technique de-
vised by Saleh and Valenzuela [12] be used.

In this technique, the transmissions are modelled as reflected
clusters of rays whose reception at the receiver antenna can
be mathematically described as a Poisson arrival process with
mean arrival rate Λ. Furthermore, the rays in each cluster are
also Poisson arrival processes with mean arrival rate λ. Fi-
nally, the amplitudes of the clusters and the individual rays
both decrease exponentially with parameters Γ and γ, respec-
tively. Note that the parameters Λ, λ, Γ and γ are all dependent
on the frequency and data rate of operation.

A sample frequency response of an indoor channel used in
this work is shown in Fig. 2. It shows that the channel is fre-
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quency selective, with several deep nulls, and possesses a non-
linear phase response.
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Fig. 2 Frequency response of an indoor channel environment in the
5.15–5.25 GHz U-NII band with transmitter/receiver distance of 50 m

III. OPTIMAL MMSE EQUALIZATION

We saw in the previous section how the received signal was
separated by the analysis filterbank into parallel streams. In
addition to this process, the ISI distorted symbols need to
be equalized in order to obtain the originally transmitted sig-
nal. Although zero-forcing (ZF) equalizers could be imple-
mented, their performance is hampered by noise enhancement.
Therefore, this work employs minimum mean-squared error
(MMSE) equalizers. In the derivation that follows for the opti-
mal MMSE equalizer, perfect channel knowledge is assumed.
In reality, this information would be obtained through channel
estimation techniques which use training sequences.

For the convenience of analysis, the data across each subcar-
rier is transmitted in finite blocks length. Thus, we define an
input block of length L transmitted across the kth subcarrier as

x(k)
n−L+1,n =

[

x(k)(n) · · · x(k)(n−L+1)
]T (6)

where xT is the transpose of x.
The signal x(k)

n−L+1,n is upsampled by N, filtered by the kth

synthesis filter g(k)
n−P+1,n, a channel impulse response hn−S+1,n,

and the kth analysis filter f(k)n−P+1,n, before being downsampled

by N and equalized by w(k)
n−Q+1,n.

Filtering is performed in this analysis by using convolution
matrices. Therefore, we can represent g(k)

n−P+1,n as an (NQ +

P+S−2)× (NQ+2P+S−3) convolution matrix

G(k) =













g(k) T
n−P+1,n 0 · · · 0

0 g(k) T
n−P+1,n · · · 0

...
...

. . .
...

0 0 · · · g(k) T
n−P+1,n













. (7)

Furthermore, the channel hn−S+1,n and the kth analysis filter

f(k)n−P+1,n, can be represented as (NQ+P−1)× (NQ+P+S−
2) and (NQ)× (NQ+P−1) convolution matrices, H and F(k),
respectively.

The upsampling and downsampling is performed using
(NQ + 2P + S − 3)× L and Q × (NQ) matrices Tu and Td ,
which are defined as

Tu =









0 · · · 0 1 0 · · · 0 0 0 · · · 0 0
0 · · · 0 0 0 · · · 0 1 0 · · · 0 0
...

. . .
...

...
...

. . .
...

...
...

. . .
...

...
0 · · · 0 0 0 · · · 0 0 0 · · · 0 1









T

(8)
and

Td = TT
u . (9)

Therefore, the received signal prior to the equalizer is

x̂(k)
n−Q+1,n = TdF(k)H

N

∑
l=1

G(l)Tux(l)
n−L+1,n +TdF(k)vn−S−P−NL+2,n

(10)
where L was chosen to be

L =

⌊

NQ+2P+S−3
N

⌋

. (11)

Given Eq. (10), we apply the equalizer w(k)
n−Q+1,n to it to get

x̄(k)
n = x̂(k) H

n−Q+1,nw(k)
n−Q+1,n (12)

where xH represents the complex conjugate and transpose of
the vector x.

Therefore, using a mean squared error (MSE) cost function

J(k) = E{|x(k)
n − x̄(k)

n |2} (13)

we can obtain the MSE for the kth subcarrier as

J(k) = σ2
x,k +w(k) H

n−Q+1,nRxw(k)
n−Q+1,n −w(k) H

n−Q+1,npx

−pH
x w(k)

n−Q+1,n +w(k) H
n−Q+1,nRvw(k)

n−Q+1,n

(14)

where

Rx = TdF(k)H

(

N

∑
l=1

σ2
x,lG

(l)TuTH
u G(l) H

)

HHF(k) HTH
d

Rv = σ2
vTdF(k)F(k) HTH

d

px = σ2
x,kTdF(k)HG(k)Tu

[

1 01×(L−1)

]T

and σ2
x,k and σ2

v are the signal variance of subcarrier k and the
noise variance, respectively.

To get the minimum cost function, J(k)
min, we need to find the

optimal MMSE equalizer weights. To do that, we differentiate
Eq. (14) using [13]

∂

∂w(k) H
n−Q+1,n

=
1
2













∂
∂x0

+ j ∂
∂y0

∂
∂x1

+ j ∂
∂y1

...
∂

∂xQ−1
+ j ∂

∂yQ−1













(15)

thus yielding, once we isolate w(k)
n−Q+1,n, the optimal equalizer

weights to be

w(k)
n−Q+1,n = (Rx +Rv)

−1 px (16)
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Fig. 3 Flow diagram of the adaptive bit reallocation algorithm

Now that the optimal MMSE equalizer has been determined,
it can be used in conjunction with the algorithms of the next
section to improve the performance of our system.

IV. ALGORITHM DESCRIPTIONS

A. Bit Reallocation

In this subsection, we will describe the bit loading algorithm
used in this work. Assuming that all the signal constellations
for the subcarriers are known, we use a greedy algorithm [14]
to determine the optimal signal constellation configuration for
the subcarriers given a specified target bit error rate (BER).

A flow diagram of the algorithm developed and used in this
work is shown in Fig. 3. Initially, all the subcarriers are set to
64-QAM modulation. Having perfect knowledge of the sub-
carrier SNR per bit, γb, we use the probability of symbol error
expression from [15] for M-ary QAM, namely

PM = 4
(

1− 1√
M

)

Q
(√

3
(M−1)bγb

)

×
[

1−
(

1− 1√
M

)

Q
(√

3
(M−1)bγb

)]

,
(17)

and use the approximation Pb ≈ PM/b, where b is the num-
ber of bits per M-ary symbol (b is constrained to be even), to
compute the BER for each subcarrier.

Once computed for all the subcarriers, the mean BER of
the system is determined and compared against BERThres. If
the mean BER is below BERThres, we keep this configuration.
Otherwise, if the constraint is not satisfied, the non-nulled sub-
carrier with the worst BER is modified in order to improve the
mean BER. If the signal constellation of the worst subcarrier is
greater than BPSK, its size can be reduced and the entire pro-
cess concerning the evaluation of the mean BER repeated to
see if the BERThres constraint is satisfied. Otherwise, the worst
subcarrier is nulled, the power is reallocated to the remaining
non-nulled subcarriers if requested, and the process of deter-
mining the mean BER is repeated.

B. Power Reallocation

When subcarriers are nulled out, we have the option of re-
computing the power levels of the non-nulled subcarriers in an
attempt to support an increase in the number of levels. When
subcarrier power reallocation is applied, the non-nulled sub-

carrier i has a power level of

Pi = P1 MHz −
l+2

∑
k=l
k 6=i

Pk (18)

where P1 MHz is the transmit power level constraint over any 1
MHz bandwidth. For the 5.15–5.25 GHz U-NII lower band [1],
P1 MHz is equal to 2.5 mW. Since three consecutive subcarriers
constitute 1 MHz, to determine l we use

arg max
(i−2)≤l≤i

{

l+2

∑
k=l

Pk

}

(19)

where the maximum power is constrained to be P1 MHz.
If all of the subcarriers are being used, each one has a trans-

mit power level equal to P1 MHz/3.

C. Tap Allocation
If the system has perfect channel knowledge, then a sin-

gle optimal equalizer weight and minimum cost function can
be determined for each subcarrier. If J(k)

min exceeds a pre-
established threshold for the subcarrier MSE, we repeat the
process of determining the optimal equalizer weights and min-
imum cost function for subcarrier k but we try for two taps
instead. The process of adding equalizer taps is repeated until
the MSE constraint is satisfied or until the difference between
two successive cost functions is less than a specified percent-
age.

V. PERFORMANCE RESULTS

In the next two subsections, the resulting throughputs and
tap allocations will be presented for adaptive OFDM and FB-
MC systems. Furthermore, the throughput of these systems
will be compared with an IEEE 802.11a-compliant system. A
BERThres of 10−3 was used in these experiments. Furthermore,
the SNR is defined here as the nominal transmitted power di-
vided by the noise power in the signal bandwidth. When mea-
sured this way, the SNR values tend to be large due to the chan-
nel attenuation.

A. Throughput
The throughput of an IEEE 802.11a-compliant system, an

adaptive OFDM system, and our adaptive FB-MC system are
shown in Fig. 4 for both 5 and 20 tap channel impulse re-
sponses.

It is observed in Fig. 4(a) that the adaptive OFDM and FB-
MC systems both exhibit similar throughput values across all
SNR values. This is to be expected since both systems em-
ploy the optimal MMSE equalizer derived in Section III on a
per subcarrier basis, the interchannel interference (ICI) caused
by the channel is relatively small, and both systems are perfect
or near-perfect reconstruction systems under ideal conditions.
Moreover, because the channel impulse response is only 5 taps
long, the IEEE 802.11a-compliant system is operational, al-
though not at low SNR values.

In Fig. 4(b), the consequences of a long channel impulse re-
sponse can be seen. In this case, the IEEE 802.11a-compliant
system cannot satisfy the BERThres constraint at any SNR due
to the inability of the system’s cyclic prefix to compensate for
the ICI. Moreover, the adaptive OFDM system cannot reach
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Fig. 4 Throughput of the adaptive OFDM, adaptive FB-MC, and
IEEE 802.11a systems

the maximum throughput of 78 Mb/s due to the dominance of
ICI in the cost function J(k)

min. On the other hand, the adaptive
FB-MC system is still capable of achieving maximum through-
put since it can better cope with the ICI.

B. Equalizer Tap Allocation

The total equalizer tap allocations for the adaptive OFDM
and FB-MC systems are shown in Fig. 5. It is observed that
when the SNR is low, very few subcarriers are used, therefore
there are not many places where taps can be allocated in the
first place. As the SNR increases, there are fewer nulled sub-
carriers and more taps can be assigned. As the noise power
decreases even further, the system needs only a few taps to
achieve adequate performance.

VI. CONCLUSION

In this paper the throughput performance of an adaptive
wireless multicarrier system which uses filterbanks and op-
timal subcarrier MMSE equalizers has been presented. The
design process of the filterbank structure using a single low-
pass prototype filter has been outlined. The derivation of the
optimal MMSE equalizer specifically tailored for the adaptive
FB-MC system has been described. Finally, the bit, power,
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Fig. 5 Total tap allocations for the adaptive OFDM and FB-MC sys-
tems

and equalizer tap allocation schemes used by this system have
been outlined. The results indicate that adaptive FB-MC sys-
tems exhibit improved performance relative to adaptive OFDM
systems or an IEEE 802.11a-compliant system.
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