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Abstract — In this paper, we evaluate and compare the robust-
ness of several adaptive bit loading algorithms for multicarrier
transmission systems when imperfect subcarrier signal-to-noise
ratio (SNR) information is used. In particular, we investigate the
impact of the uncertainty of data-aided channel estimation tech-
niques on system performance. We also examine an implemen-
tation issue associated with adaptive bit loading algorithms that
use metrics related to the SNR. Although such metrics can be de-
rived via closed form expressions, look-up tables are used instead
to reduce system complexity, resulting in the SNR values being
quantized. Thus, we examine the effects of SNR quantization on
system performance. Finally, we present a technique for choosing
SNR values in a fixed length look-up table in order to minimize
quantization error.
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1. INTRODUCTION

Multicarrier modulation (MCM) is increasingly being em-
ployed in many high-speed data transmission systems, includ-
ing several wireless local area network (WLAN) standards [1].
The advantage of MCM is that it can transmit data at lower
rates on each subcarrier simultaneously. As a result, the
frequency-selective fading channel is effectively transformed
into a collection of nearly flat-fading subchannels. Many of
these MCM systems, especially the wireless ones [1], use con-
ventional multicarrier modulation which employs the same sig-
nal constellation across all subcarriers. These suffer from the
subcarriers with the poorest error performance. One solution
is to perform adaptive “bit loading”, where the signal constel-
lation size across the subcarriers varies. In extreme situations,
some subcarriers can be “turned off” or nulled if the subcarrier
SNR values are poor.

There have been numerous studies on the performance of
multicarrier systems that employ adaptive bit loading algo-
rithms, where the subcarrier SNR information is assumed to
be perfectly known [2-6]. However, these results are overly
optimistic since they neglected the degree of uncertainty that
exists with the subcarrier SNR information. In an attempt to
provide more accurate results, several studies have included
models of these sources of uncertainty, such as noisy chan-
nel estimates [7, 8] and outdated channel estimates due to time
varying channels [8, 9].
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Fig. 1 Schematic of an adaptive multicarrier modulation system in
the downlink direction using feedback from the channel estimator.

In this paper, we present a comparative study of the robust-
ness of four adaptive bit loading algorithms with imperfect
subcarrier SNR information. The adaptive MCM system used
in this work is presented in Section II while the channel esti-
mation technique and channel estimation error model are pre-
sented in Sections III and IV. Section VI briefly describes the
adaptive bit loading algorithms studied in this paper.

Since adaptive bit loading algorithms use metrics that are
functions of the subcarrier SNR, such the bit error rate
(BER) [4-6], a look-up table of metric values can be used to
reduce complexity. However, the size of the look-up table as
well as the metric values chosen to be stored can impact system
performance by introducing quantization error into the subcar-
rier SNR information. In this work, the effects of subcarrier
SNR quantization due to a finite-size look-up table is stud-
ied. Section IV presents the SNR quantization noise model
employed in this paper. Furthermore, a technique is presented
in Section V that chooses the subcarrier SNR/BER pairs for
the look-up table given a number of modulation schemes in or-
der to minimize the quantization error. The simulation results

0-7803-8794-5/04/$20.00 © 2004 IEEE



are presented and discussed in Section VII, while concluding
remarks are made in Section VIIL

II. ADAPTIVE MULTICARRIER MODULATION

The general setup for an adaptive MCM system is shown
in Fig. 1. The high speed input symbol stream, x(n), is de-
multiplexed into N streams, with stream 7 having b; bits per
symbol epoch. The value of b; is determined by the adaptive
bit loading algorithm, which uses the subcarrier SNR values
i, t = 0,..., N — 1, to compute the subcarrier BER [5, 6] or
the channel capacity [3]. The subcarrier SNR values are com-
puted from the channel state information (CSI) provided by
the data-aided channel estimator at the receiver. We consider
the downlink in this paper, with adaptive bit loading performed
solely at the transmitter.

Once the bit streams are modulated onto one of several sig-
nal constellations consisting of M; = 2% points, the outputs,
2@ (n),i=0,..., N —1, are upsampled by a factor N to pro-
duce y(i)(n), i =0,...,N — 1, and filtered by synthesis fil-
ters g)(n),i = 0,..., N — 1, before being summed together,
yielding the composite transmit signal, s(n). This signal is
transmitted across the channel, where the multipath propaga-
tion and additive noise are modelled with channel impulse re-
sponse h(n) and noise v(n). The received signal, r(n), is sep-
arated into the N subchannels using the analysis filters () (n),
1 =0,...,N — 1, downsampled by a factor N, equalized us-
ing frequency-domain equalizers, demodulated, and then mul-
tiplexed together to form the estimate of z(n), Z(n).

III. DATA-AIDED CHANNEL ESTIMATION

The deviation between the actual bit allocation and the op-
timal allocation is dependent on the adaptive bit loading al-
gorithm employed and the quality of the CSI. This quality is
partially dependent on the channel estimation technique. In
this work, data-aided channel estimation is employed, where
the transmission of data is interrupted as needed in order for
training symbols to be sent across the channel. At the receiver,
the training symbols are extracted and a channel estimate is
communicated back to the transmitter using the reverse chan-
nel. Thus, the data throughput decreases due to increase in
transmission overhead.

To perform data-aided channel estimation in a multicarrier
system, we refer to Fig. 1. Let z()(n),i = 0,...,N — 1,
be a collection of BPSK-modulated training signals which are
known at the receiver. Using the K-point discrete Fourier
transform (DFT),

K—1
S oa(n)e i/ K 0<m <K -1 (1)

n=0

X(m) 2

where K is sufficiently long. We apply Eq. (1) to 3 (n),
g (n), h(n), v(n), and f@(n), which yields Y@ (m),
G (m), H(m), V(m), and F() (m), respectively.

When no noise is present and the channel impulse response
consists of a delta, the output of the ith analysis filter in terms
of Y9 (m) is given by

. ' N—-1
Vigea(m) = FO(m) 3~ @B (m)y P (m). ()
k=0
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However, when a dispersive channel i(n) and noise v(n) are
present in the system, Eq. (2) becomes
N-1
YO (m) = FO(m)H(m) Y GP(m)Y ™ (m)
k=0
+ FO(m)V(m
= Hm)Viglu(m) + FO(m)V(m).  (3)
Given that ¥ (n), ¢ (n), and f*)(n) are known at the
receiver, the channel estimate in the passband of subcarrier ¢,

with the frequency range corresponding to the bins m%) <
(i)

m < my, , is computed using [10]:
(i O (i o () *
10 () — }/(Z))(m) _ Y )A(@)Yldealgm)

T m) (72, m)

FO(m)V (m)V 2% (m

— H(m) 0 ) IdQeal )

‘Yideal(m)’
= H(m) + A" (m), )

where H(® (m) is the K-point DFT of the channel estimate
@ (n), A®(m) is the channel estimation error associated
with subcarrier ¢, and m(Ll) (resp. mg)) is the frequency bin
corresponding to the lowest (resp. highest) frequency portion
of the passband for subcarrier . The estimate of the entire
channel response is simply the sum of Eq. (4) across all the
subcarriers, which yields

N—-1
H(m)=H(m)+ »_ A" (m). ©)
=0

From Eq. (5), it is observed that the A () (m) term represents
the uncertainty of the channel estimation procedure. There-
fore, the accuracy of the channel estimation is dependent on
the amount of noise present in the channel as well as on the
choice of synthesis and analysis filters used by the system.

The system performance is also affected by the time vari-
ation of the channel and the rate at which the channel esti-
mate is updated [8,9]. When the channel varies rapidly over
time, the rate at which the channel estimate needs to be up-
dated must also be high, resulting in increased transmission
overhead. If the update rate is too low, the system will use
outdated channel estimates which may lead to significant per-
formance degradation. On the other hand, if the rate is too
high, the data throughput significantly decreases (with no ad-
ditional performance gain). Thus, the dynamics of the channel
must be known in order to determine the appropriate channel
estimate update rate. In this work, we will use examples of
indoor wireless networks, where the channel is assumed to be
quasi-stationary due to the low velocities of the mobiles in this
environment [10]. Therefore, we can assume that the channel
is time invariant over a reasonably long period of time.

IV. MODELS FOR IMPERFECT SNR INFORMATION

A. Gaussian Subcarrier SNR Noise Model

To model the effect of channel estimation errors in the sub-
carrier SNR information, we refer to Eq. (4). It is observed
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that the channel estimation error consists of the term A(®) (m).
Therefore, using Eq. (4), the SNR for subcarrier ¢ based on
channel estimates is given by

(1) —

| g 7|0 ()

v B 2
Méir)ls m=m Ty
L
() ) .
- 1 My 7.‘_(7,) ‘H(m) + A(z) (m)’2
- G 2
Mlgir)ls m=m Ty
L
O ) 9
- > (”(”IHW
YOR - 52
M}:()ir)ls m:m(Li) Tu
(@ (2Re{H(m)A(i)*(m)} + ’A(i) (m)‘2)
+ o
— ,y(i) + €@ (6)
where Mé:?}b = mg) — mg) + 1 is the number of frequency

bins corresponding to the passband of subcarrier 4, 7(*) is the
transmit power for subcarrier i, o2 is the noise variance, (%)
is the actual SNR of subcarrier 7, and €9 is the contribution of
the channel estimation error to the subcarrier SNR.

The subcarrier channel estimation error €(*) is approximated
by a Normal distribution with zero mean and variance o2 [7].
However, we constrained the negative values of (*) such that
Eq. (6), being the ratio of powers, is never negative.

B. SNR Quantization Noise Model

Adaptive bit loading algorithms normally use a metric in or-
der to determine the bit allocation. The most commonly used
metric is the subcarrier BER, which can be related to the sub-
carrier SNR via closed form expressions, given that the mod-
ulation scheme employed is known. To reduce the implemen-
tation complexity, a look-up table can be employed instead to
translate subcarrier SNR values into subcarrier BER values, P;,
for each subcarrier . However, this implies that the subcarrier
SNR values must first be quantized before the look-up table
is used. This quantization procedure results in additional er-
ror that can cause the bit allocation to deviate further from the
ideal.

In this work, a mid-rise uniform quantizer is employed to
quantize the subcarrier SNR values (in decibels). However,
in order to ensure that we minimize the overall error when
considering all the modulation schemes, we must determine
where to place the quantizer reproduction (i.e. output) levels,
dj. Since we want adequate resolution of the bit error rate
waterfall curves around the target probability of bit error, Pp,
we should concentrate our output levels about that point. In
the next section, we present a novel sub-optimal dj, placement
technique which tries to minimize the overall error while pro-
viding adequate resolution.

V. QUANTIZATION REPRODUCTION LEVEL PLACEMENT
TECHNIQUE

To obtain adequate resolution of the BER waterfall curves
for the modulation schemes employed by the system, where
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Fig. 2 Regions of uniform quantization of the P; waterfall curves
for Pp = 107" and B = 4.

the rate of decrease for each curve many vary drastically, we
present the following algorithm that tries to perform a sub-
optimal placement of dy:

1. Given ¢ bits to represent a quantizer reproduction level,
the number of levels is defined as 29, which corresponds
to a 29-entry look-up table.

2. Determine the pair of SNR values to obtain the probability
of bit error values, P;, that are two orders of magnitude
above and below Pr for each modulation scheme, thus
forming regions @i, for k = 1,..., B, where B is the
number of modulation schemes.

3. For the B modulation schemes, put 29/B output levels
uniformly in @}, for all k. In the case of overlapping re-
gions, combine them and their allocation of output levels,
distributing the levels uniformly across the combined re-
gion.

An example of this procedure is shown in Fig. 2 for Py = 10~°
and B = 4. In this case, the P; curves correspond to BPSK,
QPSK, 16-QAM, and 64-QAM. If P, > 1073, quantizing that
part of the BER curve is not worthwhile since the P; is so
high that the subcarrier would be nulled. On the other hand,
if P; < 1077, then P; is so far below Py that any quantization
would not significantly affect the mean BER of the system,
P. Where 7 and Q)5 overlap, the output levels allocated to
the two regions would be combined and distributed uniformly
across the aggregate region.

By distributing di, £ = 0,...,27 — 1, in this way, we en-

sure that the BER waterfall curves are quantized with sufficient
resolution.

VI. ADAPTIVE BIT LOADING ALGORITHMS

In this paper, we study the performance of multicarrier
systems that employ the adaptive bit loading algorithms of
Fox [2], Leke & Cioffi [3], and the two algorithms of the au-
thors [5, 6]. Fox developed an incremental allocation algorithm
and specified conditions for an optimal allocation [2]. The al-
gorithm by Leke & Cioffi uses an approximation of the chan-
nel capacity to determine the bit allocation [3]. Finally, both
algorithms by the authors try to attain a target average bit error
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rate. One uses a decremental allocation approach [5], while the
other uses an iterative allocation technique [6]. For details and
a comparative study of these four algorithms when the subcar-
rier SNR information is perfectly known, the reader is referred
to [5, 6].

VII. SIMULATION RESULTS

A. Simulation Parameters

Using the indoor channel model of Saleh & Valenzuela [11],
we employed the adaptive bit loading algorithms in an in-
door wireless multicarrier system simulator based on IEEE
Std. 802.11a [1]. The transmitter/receiver separation was var-
ied between 1 m and 60 m, which is reflected by a correspond-
ing change in the overall SNR ranging from 58 dB to -9 dB.
Furthermore, there was no line-of-sight and the channel was
time-invariant. The signal, which is composed of 52 subcar-
riers, is transmitted across a 16.6 MHz bandwidth. Results
are averaged over 10,000 different channel realizations. The
system can employ BPSK, QPSK, rectangular 16-QAM, and
rectangular 64-QAM modulation. Finally, the bit loading al-
gorithms use P; values that have not been equalized by the fre-
quency domain equalizers, although this too would introduce
error due to the channel estimation errors.

B. Results and Discussion

We first examine the effects of adding Gaussian noise to the
subcarrier SNR values on the throughput performance of sev-
eral adaptive bit loading algorithms. Results for the algorithms
of Fox [2], the two algorithms of the authors [5, 6], and Leke
& Cioffi [3] were obtained. The first three algorithms all had
similar results, therefore only the throughput results for one of
the authors’ algorithm [6] as well as for the algorithm of Leke
& Cioffi [3] are presented in Fig. 3, while Figs. 4 and 5 show
the average BER P and outage probability results for our al-
gorithm [6]. The results are obtained when the variance of the
Gaussian noise is either 02 = 10, 102, 103, or 10*. Compared
to the case where no Gaussian noise is added to the subcar-
rier SNR values, the throughput of the system decreases as the
variance increases. In particular, the throughput curves shift
to the right as the noise variance o2 increases. Moreover, ex-
cept at low SNR values for 02 = 10%, the algorithm of Leke &
Cioffi [3] performs relatively poorly.

Since most of the adaptive bit loading algorithms are close
to the maximum achievable throughput given the maximum er-
ror constraint [5, 6], the addition of Gaussian noise to the sub-
carrier SNR values can either cause the system to violate the
constraint (when () > ~()) or decrease in throughput (when
4 < ~(®)). Working under the assumption that P > Pr is
not acceptable, when the former occurs, we set the throughput
of the system to zero and record the number of times these vi-
olations occur. The fraction of realizations that are violations
is shown in Fig. 5. When the latter occurs, the throughput and
P are lower, as in Figs. 3 and 4. Note that at low SNR values,
o2 is large enough that the algorithm experiences violations
every time. As the SNR increases, the violations respectively
decrease. Other than the case of o> = 10 violations occurred
100% of the time due to the SNR values being the same order
of magnitude as the Gaussian noise.

The throughput, average BER P, and outage probability re-
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sults of the authors’ algorithm [6] using quantized subcarrier
SNR values are presented in Figs. 6, 7, and 8, respectively.
From Fig. 6 it can be observed that there is some degradation.
However, the algorithm of Leke & Cioffi [3] still has signifi-
cantly lower throughout. For instance, at an SNR of 28 dB, the
difference in throughput for the authors’ algorithm [6] between
the ideal case and the case where the subcarrier SNR values
are quantized to 2% output levels is 25 bits/symbol. However,
as the number of output levels increases, the throughput ap-
proaches that of the ideal case. For example, the difference in
throughput for the authors’ algorithm [6] between the ideal and
a quantized subcarrier SNR employing 2'° output levels at an
SNR of 28 dB is 1 bit/symbol. Equivalently, the P curves in
Fig. 7 also approach the ideal case when the number of output
levels increases. This is due to the size of the granular error and
relationship between 4() and 4. If 4() > () the system
will violate the maximum error constraint since the adaptive
bit loading algorithms are close to the maximum achievable
throughput, as seen in Fig. 8. On the other hand, if 4(*) < (%),
the system will achieve a throughput and P less than the ideal
case. The difference in performance is dependent on granular
error. More output levels results in a smaller granular error and
correspondingly a result closer to the ideal case.

VIII. CONCLUSION

Adaptive bit loading is an important technique to increase
throughput while maintaining a satisfactory quality of trans-
mission. Our results show a significant decrease in throughput
when the adaptive bit loading algorithms use imperfect sub-
carrier SNR information. Therefore, the effects of imperfect
SNR information cannot be ignored. However, this decrease
varies depending on which adaptive bit loading algorithm is
employed by the system. With respect to the four algorithms
studied, the results showed that authors’ algorithm [6] was the
most robust when imperfect subcarrier SNR information was
used, thus yielding the best throughput results.
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